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The Large Hadron Collider (LHC)
The road towards high luminosity

• A series of LHC upgrades are planned during Long Shutdown 
(LS) periods.

• Instantaneous luminosity expected to increase up to 5 to 7 
times higher than nominal following LS3 in 2026.

• Expect to collect approximately 3000 fb-1 of data by the end of 
LHC operations in 2037.
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• Precise offline muon momentum measurement.
– Using hits from precision muon chambers: Cathode Strip Chambers 

(CSC) and Monitored Drift Tubes (MDT).
• Data acquisition trigger on events involving muons.

– Level-1 trigger (hardware) using hits from muon trigger chambers: 
Thin Gap Chambers (TGC) and Resistive Plate Chambers (RPC).

– High Level Trigger (software) with hits from all muon detectors.
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The ATLAS Muon Spectrometer

• Muon spectrometer divided in 
3 stations: Inner (I), Middle (M) 
and Outer (O).

• Barrel (B) and End-caps (E) 
stations provide almost 
complete angular coverage.
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Challenges of High Luminosity Data Taking

• Problem at high luminosity: Level-1 trigger rate will exceed the readout rate bandwidth (~1MHz after 
LS3) of the ATLAS data acquisition system.

• More than 90% of muon candidates identified by the end-cap Level-1 trigger algorithm are from “fake 
muons” that are, in fact, background hits.
– Background hits come from particles produced in the material between the inner and middle stations.
– Current muon Level-1 trigger algorithm uses information only from the middle station.

• Solution: Use inner station hits to identify fake muons. Inner station track segment must point to the 
IP and match the middle station measurements.

• Current inner station detectors cannot achieve an online fake muon identification.
– Coarse granularity of inner station trigger detectors.
– The hit efficiency of CSC and MDT precision detectors is rate-limited.
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Figure 2.6: ⌘ distribution of Level-1 muon signal (p
T

> 10GeV) (L1_MU11) with the distribution of
the subset with matched muon candidate (within �R < 0.2) to an offline well reconstructed
muon (combined inner detector and muon spectrometer track with p

T

> 3GeV), and offline
reconstructed muons with p

T

> 10GeV.

• Measure the second coordinate with a resolution of 1–2mm to facilitate good linking between
the MS and the ID track for the combined muon reconstruction..

The background environment in which the NSW will be operating will cause the rejection of
many hits as spurious, as they might have been caused by �-rays, neutron or other background
particles. Furthermore in the life-time of the detector, detection planes may fail to operate properly,
with very limited opportunities for repairing them. Hence a multi-plane detector is required.

Any new detector that might be installed in the place of the current Small Wheel should be
operational for the full life time of ATLAS (and be able to integrate 3000 fb�1). Assuming al least
10 years of operation and the above expected hit rate per second, approximately 10

12 hits/cm2 are
expected in total in the hottest region of the detector.

2.3 Trigger selection

Performance studies using collision data have shown the presence of unexpectedly high rates of
fake triggers in the end-cap region. Figure 2.6 shows the ⌘ distribution of candidates selected by
the ATLAS Level-1 trigger as muons with at least 10GeV. The distribution of those candidates
that indeed have an offline reconstructed muon track is also shown, together with the muons
reconstructed with pT > 10GeV. More than 80% of the muon trigger rate is from the end-caps
(|⌘| > 1.0), and most of the triggered objects are not reconstructible offline.

Trigger simulations show that selecting muons with pT > 20GeV at Level-1 (L1_MU20) one
would get a trigger rate at

p
s=14 TeV and at an instantaneous luminosity of 3⇥ 10

34cm�2s�1 of
approximately 60 kHz, to be compared to the total available Level-1 rate of 100 kHz.

In order to estimate the effect of a trigger using the NSW a study has been performed applying
offline cuts to the current SW to reduce the trigger rate. Table 2.1 shows the relative rate of
L1_MU20 triggers in the |⌘| > 1.3 region after successive offline cuts to select high quality muon
tracks. The various successive cuts applied are: i) the presence of Small Wheel track segments
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• High luminosity operation enhances the discovery potential of ATLAS:
– Increased precision of Standard Model measurements
– Increased sensitivity to rare physics processes 
– More detailed studies of the electroweak symmetry mechanism

• Muons are an important signature for a plethora of physics processes.
• The muon spectrometer overall performance must remain excellent at 

high luminosity to fulfill the ambitious ATLAS physics program.
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High luminosity physics with muons
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Figure 1.6: Efficiency ratio for two different lepton p
T

thresholds, 35 GeV relative to 25 GeV.

Figure 1.7: Reconstructed µµ mass in the simulated Z 0 ! µµ events with three different levels of
background realized by the data overlay technique. The black, blue and red histograms
correspond to luminosity of 0.3, 3 and 5⇥ 10

34 cm�2 s�1 respectively.

muons. High occupancy in the present Small Wheels is studied by overlaying multiple zero-biased
data events collected during the 8 TeV LHC runs on simulated events (for details see section 2.2).
The loss of efficiency for reconstructing Z 0 ! µµ can be seen in figure 1.7. Events were selected by
the full Z 0 analysis chain, requiring segments in all three muon stations (for good pT resolution),
both muons in the region 1.3 < |⌘| < 2.0 where the MDT provide the precision measurement. The
signal is reduced by 30% for overlaying 10 and 70% for overlaying 20 zero-bias events, corresponding
to luminosities of 3⇥ 10

34 cm�2 s�1 and 5⇥ 10

34 cm�2 s�1, respectively.
The fraction of events with at least one muon in the end cap is 58% and scaling the inefficiency

to the full Z 0 angular distribution an overall efficiency of about 25% is obtained at a luminosity of
5⇥ 10

34 cm�2 s�1
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Effect of loosing precision space points 
from MDT at high particle fluences
(Search for hypothetical !" boson)

!" → $$
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Figure 1.5: Lepton p
T

from W decays in the WH production channel (mH = 125GeV,
p
s = 8TeV,R

L = 500 fb�1, lepton |⌘| < 2.4).

Table 1.2: The efficiency for WH associated production pp ! WH with W ! µ⌫ and two decay modes
of a 125 GeV SM Higgs boson to H ! b¯b and H ! W+W� ! µ⌫qq0.

L1MU threshold (GeV) H ! b¯b (%) H ! W+W� (%)

p
T

> 20 93 94
p
T

> 40 61 75
p
T

> 20 barrel only 43 72
p
T

> 20 with NSW 90 92

for the process of gluino pair production with each of the gluinos decaying into qq̄W �̃0 [3]. The
efficiency is generally lower with higher pT threshold, and this is particularly true for the parameter
space giving small mass differences. Similar situations are found in other SUSY processes such as
the searches for sleptons and electroweak gauginos.

1.3.2 Losing high quality tracking in end-cap

The potential degradation in tracking efficiency and resolution is expected to have the worst
impact for high momentum muons (pT > 100GeV) where the momentum resolution is primarily
determined by the muon spectrometer.

A precise measurement of the muon pT requires the presence of track segments in all three muon
stations. Losing Small Wheel segments leads to a loss of high quality muon tracking. MDTs lose
hits at high occupancy conditions due to the long dead time (of about 800 ns). The CSCs, located
at the region with the highest background conditions and having only four detection layers, are
also affected by high occupancy arising from overlaps of multiple hits on the readout strips.

Physics cases requiring good pT resolution for high momentum muons include searches for high
mass Z 0, W 0 and the pseudo-scalar Higgs boson (A) in supersymmetry models, decaying into

11
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New Small Wheel (NSW)

Update on Cathode Boards production @ Triangle
Sergey Issinski (TRIUMF)
Oliver Stelzer-Chilton (TRIUMF), 

Specifications
• Online angular resolution better than 1 mrad.
• Stable overall performances up to a hit rate of 20 kHz/cm2.
• Spatial resolution similar to that of the current inner station to maintain 

the current muon momentum resolution (10% @ pT = 1 TeV/c)
• Time jitter better than 25 ns for bunch crossing identification. 
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• New Small Wheel: Detector 
arrangement replacing part of 
the end-cap inner station.

• Wheel arrangement of 8 “large” 
and 8 “small” pie-slice detector 
sectors.

10 m

small sector
large sector



Production Status for GS3
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� Completed shipments to TRIUMF
� P12 (pad) – 18 of 36
� P34 (pad) – 27 of 36
� P13 (strip) – 38 of 36
� P24 (strip) – 37 of 36

� Produced boards for WIS
� P12 (pad) – 0 of 36
� P34 (pad) – 0 of 36
� P13 (strip) – 21 of 36
� P24 (strip) – 2 of 36

� Work in Progress boards for WIS
� P13 (strip) – 13 

GS2
GS3

GS1

2017-11-6 sTGC construction

• Sectors combine small-strip Thin Gap Chambers (sTGC) and 
Micromegas (MM)1. Both technologies feature excellent high-rate 
track reconstruction and timing performances, required for the NSW.

• Both technologies use common readout electronics: the VMM
– On-detector peak and time measurements of the detector signal.
– Independent trigger and readout data paths.
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New Small Wheel
Sector layout

�

�

�

�

•
•

F
Liang Guan (lguan@cern.ch) 8
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sTGC quadruplets

quadruplet: module of 4 
independent detector layers

small sector

L1

L2

L2

L3

L1

large sector



small-strip Thin Gap Chamber (sTGC)
Detector technology
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• small-strip Thin Gap Chambers: Multiwire 
chambers operating with a mixture of 
n-Pentane/CO2.

• Operation in the quasi-saturated mode. 
– Gas gain ~105

– Operating voltage = 2.9 kV
• Strips: Precise muon trajectory 

measurement in the bending plane.
– Strip pitch = 3.2 mm

• Pads: Used for strip readout trigger and 
coarse measurement in the non-
bending plane.
– Pad area ~60 cm2

• Wires: Coarse muon trajectory 
measurement in the non bending 
plane.
– Wire pitch = 1.8 mm
– Wires ganged in groups of 20
– Wire channels not used for trigger

4 sTGC detector technology and
performance

In Chapter 2 the requirements for the triggering system in the NSW have been defined. The
triggering detectors should provide bunch crossing identification, requiring good time resolution,
and good angular resolution, better than 1 mrad, for online reconstructed segments, which in turn
entails fairly good online spatial resolution. The sTGC detector provides both capabilities as will
be demonstrated in this chapter and for this reason is regarded as the main triggering detector
in the NSW. It provides also a fair spatial resolution for the offline tracking that will help the
precision tracking, specially during the HL-LHC phase.

4.1 sTGC

The basic Small strip Thin Gap Chamber sTGC structure is shown in Fig. 4.1(a). It consists
of a grid of 50µm gold-plated tungsten wires with a 1.8mm pitch, sandwiched between two
cathode planes at a distance of 1.4mm from the wire plane. The cathode planes are made of a
graphite-epoxy mixture with a typical surface resistivity of 100 k⌦/⇤ sprayed on a 100µm thick
G-10 plane, behind which there are on one side strips (that run perpendicular to the wires) and
on the other pads (covering large rectangular surfaces), on a 1.6 mm thick PCB with the shielding
ground on the opposite side (see Fig. 4.1(b)). The strips have a 3.2mm pitch, much smaller than
the strip pitch of the ATLAS TGC, hence the name ’Small TGC’ for this technology.

A similar type of structure was used in the past for the OPAL Pole-Tip calorimeter, where 400
detectors were constructed and run for 12 years.

The TGC system, used in the present ATLAS muon end-cap trigger system, has passed a long
phase of R&D and testing. The basic detector design for the NSW has two quadruplets 35 cm
apart in z. Each quadruplet contains four TGC’s, each TGC with pad, wire and strip readout.

(a) a (b) b

Figure 4.1: The sTGC internal structure.

37

Strip, pad and wire electrodes are 
read out on NSW sTGC modules
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signals during online operation.
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small-strip Thin Gap Chamber
Online track reconstruction
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• sTGC readout pads are staggered between layers and define areas called ”logical 
pads” that trigger a band of strips.

• Muon position obtained from the centroid position of the strip charge clusters.
– Centroid position obtained with a center-of-mass algorithm during online operation.
– Strip clusters with more than 5 strips rejected because they originate from δ-rays.

• The centroid positions of each wedge are averaged. Candidate muon track segment 
obtained from average centroid of the wedges.

2016 JINST 11 C01083

Figure 3. sTGC detector structure (a), readout strips and pads arrangement in a quadruplet (b) and illustration
of segment reconstruction with eight sTGC strip planes (c).

two ART ASICs per card, transmits first hit strip addresses using optical fibers to the MM trigger
processor of a specific NSW sector.

The basic principle of the MM trigger algorithm for segment reconstruction can be explained
with figure 4(c). Hit strip addresses from a certain detector plane are first translated into slopes
of infinite momentum tracks from the IP to those hit positions using LUTs. The entire ⌘ range
covered by the NSW is divided into a number (N) of slope roads. Each slope road represents a
range of acceptable slopes for straight tracks coming from IP to that subdivided ⌘ range. Slopes
converted from strip addresses are then stored in a ring bu�er with N(slope roads) ⇥ 8(strip planes)
⇥ T(bunch crossings). The bu�er is checked every bunch crossing and a segment candidate is
defined as a multiple layer coincidence within a slope road. The algorithm enables the trigger to
be resilient to backgrounds originating far from the IP. Once a segment candidate is found, slopes
from individual planes are sent to “slope fitter" logic where the so called global slopes and local
slopes are calculated. The global slope is a slope derived from the mean position of all hits in a
strip plane category (horizontal or stereo) and the location of the IP. The local slope, only calculated
for horizontal planes, is the least square fit of all hits in horizontal planes to a single line. It
represents the segment pointing within the NSW and is independent of the IP location. Finally,
taking geometric relationship among MM detectors, IP, and Big Wheel RoIs into consideration, �✓
and the projection on Big Wheel RoI are calculated using global and local slopes. Calculations
and fitting solutions are pre-stored in LUTs and pre-loaded into processing FPGAs for fast segment
reconstruction.

3.3 Trigger processor hardware platform

Each of the sTGC and MM trigger processors per NSW sector will be implemented in one of two
FPGAs (Xilinx Virtex-7 XC7VX690T) [19] on an ATCA-based Mezzanine Card [20]. Two ATCA
mezzanine cards will be hosted by a single ATCA carrier card and serve a NSW octant. Each ATCA
mezzanine card has high speed optical receivers to accept 64 fiber inputs from 16 detector planes of
a NSW sector. Due to the mismatch between NSW and Big Wheel trigger segmentations, multiple

– 6 –
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of segment reconstruction with eight sTGC strip planes (c).
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slopes are calculated. The global slope is a slope derived from the mean position of all hits in a
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represents the segment pointing within the NSW and is independent of the IP location. Finally,
taking geometric relationship among MM detectors, IP, and Big Wheel RoIs into consideration, �✓
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and fitting solutions are pre-stored in LUTs and pre-loaded into processing FPGAs for fast segment
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3.3 Trigger processor hardware platform

Each of the sTGC and MM trigger processors per NSW sector will be implemented in one of two
FPGAs (Xilinx Virtex-7 XC7VX690T) [19] on an ATCA-based Mezzanine Card [20]. Two ATCA
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Figures: ATL-COM-MUON-2015-062
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small-strip Thin Gap Chamber
Performance studies
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various sTGC layers can be positioned with respect to each other
with high accuracy, using the external brass inserts attached to an
external precision jig on a marble table.

In the spring of 2014, the Weizmann Institute of Science in
Israel built the first full-size sTGC quadruplet detector of dimen-
sions 1:2! 1:0 m2. This prototype consists of four sTGC strip and
pad layers and is constructed using the full specification of one of
the quadruplets to be used in the NSW upgrade (the middle
quadruplet of the small sector).

4. Readout electronics of the sTGC prototype

A versatile application-specific integrated circuit (ASIC) is being
developed to read out the pads, strips and wires of the sTGC
detectors. The first prototype version of this ASIC (the so-called
VMM1 [6] chip), was used to read out pads and strips at the Fer-
milab and CERN beam tests described below. This is the first time
the VMM1 ASIC was used to measure the performance of a full-
size sTGC prototype detector.

The VMM1 analog circuit features a charge amplifier stage
followed by a shaper circuit and outputs the analog peak value
(P) of the signal. The readout of the ASIC is zero suppressed and
thus only peak values of channels with signals above a predefined
threshold are read. The VMM1 may be programmed to also pro-
vide the input signal amplitude of channels adjacent to a channel
above threshold (neighbour-enable logic). The VMM1 chip has the
ability to read out both positive (strips, pads) and negative (wires)
polarity signals, on 64 individual readout channels. The shaping
amplifier features an adjustable peaking time (25, 50, 100, 200 ns)
and is realized using the delayed dissipative feedback architecture
which offers lower noise and higher dynamic range. The VMM1
also features an output baseline stabilizer circuit and the gain is
configurable (0.5, 1.0, 3.0 and 9.0 mV/fC). An internal global DAC
and a 1 pF calibration capacitor provide the ability to send test
signals of different selectable charges to each individual readout
channel. Finally, the VMM1 has an analog monitor output which
can be programmed to output the analog waveform after the
shaping stage of any of the 64 channels.

The analog signal amplitude is designed to be proportional to
the input charge. An estimate of the input signal charge is there-
fore obtained by subtracting each channel baseline from its read-
out analog peak value. The average VMM1 channel baseline is
approximately 180 mV with a channel-by-channel baseline varia-
tion of up to 73% around the average baseline value.

The analog peak values of channels above threshold (and pos-
sibly adjacent channels) are digitized by a 13-bit ADC on a separate
custom data acquisition card providing input/output Ethernet
interface. Both the configuration of the VMM1 and digitized
readout of the channels’ peak values are transmitted over Ethernet
through the custom data acquisition card.

The precise position of a charged particle traversing an sTGC
gas volume can be estimated from a Gaussian fit to the measured
charge on adjacent readout strips (referred to as strip-clusters
from here on). Given the strip pitch of 3.2 mm and sTGC geometry,
charges are typically induced on up to five adjacent strips. The
spatial sampling of the total ionization signal over a small number
of readout channels means that a precise knowledge of each
individual readout channel baseline is necessary in order to
achieve the best possible measured spatial resolution. The baseline
of each individual readout channel was measured by making use
of the neighbour-enabled logic of the VMM1 and its internal
calibration system. Test pulses were sent on one readout channel
with the neighbour-enabled logic on, and baseline values were
obtained by reading out the analog peak values of the two chan-
nels adjacent to the one receiving a test pulse. Baseline values for

each individual readout channel were measured and observed to
be stable as a function of time (to better than 1%).

5. Position resolution measurements at Fermilab

The main goal of the beam test experiment at Fermilab was to
determine the position resolution of the first full-size sTGC pro-
totype detector. An external silicon pixel tracking system was
employed to precisely characterize the sTGC performance and aid
in the determination of the intrinsic spatial resolution. Previous
measurements of the resolution of other sTGC prototypes,
including determining the dependence of the resolution on the
track incidence angle, are described in [7–9].

5.1. Experimental setup at Fermilab

In May 2014, the full-size sTGC prototype was tested with a
32 GeV pion beam at the Fermilab Test Beam Facility. The beam
intensity was approximately 4000 particles per spill and corre-
sponded to a particle rate of about 1 kHz on average with a 1 cm2

beam spot size.
The beam enclosures were outfitted with laser systems that

allowed the determination of the beam location in the transverse
plane of the experimental setup. As shown in Fig. 3, the sTGC
detector was mounted onto a motion table that was controlled
remotely with a 1 mm precision. The particle beam was along the
z-axis, while the sTGC detector was moved in the x- and y-direc-
tions in order to test different areas of the detector.

The sTGC was positioned between the two arms of the EUDET
pixel telescope [10] as shown schematically in Fig. 4. The telescope
consisted of six Minimum Ionizing MOS Active Pixel Sensor
(Mimosa) planes that have a 224 mm2 active area. Each arm

Fig. 3. Experimental setup of the beam test at the Fermilab Test Beam Facility. The
sTGC prototype detector, inside a copper Faraday cage, was mounted on a motion
table. Two arms of the EUDET silicon pixel telescope were positioned before and
after the sTGC detector.

A. Abusleme et al. / Nuclear Instruments and Methods in Physics Research A 817 (2016) 85–92 87

dimensional distributions in Fig. 5 (top). It shows the y-residual
versus strip-cluster position relative to the closest inter-strip gap
centre yrelsTGC; 0. This effect is corrected using a sinusoidal function
according to:

ysTGC ¼ ysTGC; 0"ai sin 2π yrelsTGC; 0

! "
ð1Þ

where ysTGC; 0 is the strip-cluster mean resulting from the Gaussian
fit and ysTGC is the corrected particle position estimator. The
amplitude parameters are denoted ai for the 3, 4 and 5 strip-
multiplicity categories; the index i denotes the corresponding
category. These amplitude parameters are free parameters in the
fit. The values of the amplitude parameters obtained from the fit to
data are compatible with being equal for the three strip-cluster
multiplicities as shown in Table 1. The correction function is
therefore universal and is shown in Fig. 5 (top). The two-
dimensional distribution after the correction is applied was
found to be reasonably flat as shown in Fig. 5 (bottom).

The alignment of the coordinate system of the pixel telescope
with respect to the above-defined coordinate system of the sTGC
layer also affects the measured residual distribution. A simple two-
parameter model is used to account for translations and rotations
of the two coordinate systems with respect to each other. Both the
alignment correction and the differential non-linearity correction
are included in situ in the analysis. The alignment correction is
introduced in the model by expressing the pixel track position in
the sTGC-layer coordinate system ypix, as a function of the track
position in the pixel telescope coordinate system x0pix and y0pix, and
two misalignment parameters δy and ϕxy, as follows:

ypix ¼ "x0pix sinϕxyþy0pix cosϕxyþδy: ð2Þ

The variable δy corresponds to a misalignment along the y-axis of
the sTGC coordinate system, and ϕxy corresponds to a rotation of
the telescope coordinate system in the x–y plane around the z-axis
of the sTGC coordinate system. Translation and rotation mis-
alignments along and around the other axes are not taken into
account in this model, since they are expected to have a small
impact on the determination of the intrinsic position resolution.
Fig. 6 shows the two-dimensional distribution of y-residual versus
x0pix for a representative data-taking period (run) and sTGC strip-
layer. In the top figure the rotation alignment correction has been
omitted when computing y-residuals. The mean of the residual
distribution increases linearly as a function of x0pix, which is evi-
dence for a small rotation between the two coordinate systems.
The red line represents the correction applied to this dataset.
Accounting for this correction results in a distribution that is
independent of x0pix as shown in Fig. 6 (bottom).

The global model fitted to the data is the following double
Gaussian function:

Fi ¼ FiðysTGC; 0; y
rel
sTGC; 0; x

0
pix; y

0
pix; δy; ϕxy; ai;σ; f ; σwÞ

¼ f GðysTGC"ypix; 0; σÞþð1" f Þ GðysTGC"ypix; 0; σwÞ;

where G denotes a Gaussian function. The parameter f determines
the relative normalization of these two Gaussian functions. The
value of f represents the fraction of the data parameterized by the

narrow Gaussian and it is typically around 95% with a RMS of
about 2%. The first Gaussian represents the core of the residual
distribution. The width parameter σ is the parameter of interest
for the determination of the intrinsic position resolution.

Table 1
Amplitude parameter ai for the differential non-linearity
correction for three sTGC strip-cluster multiplicities.

Strip-cluster multiplicity i Amplitude parameter ai

3 205 7 9
4 206 7 4
5 211 7 5
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Spatial resolution measurement 
with pixel telescope

Resolution with 
perpendicular tracks

consisted of three sensor planes. For each arm, the distance
between sensor planes was about 15 cm. The two arms were
separated by 64 cm. The Mimosa of the EUDET telescope offered
excellent performance in terms of intrinsic resolution, material
budget and readout electronics. The Mimosa26 [12] 18.4 μm pitch
sensor pixel technology is based on a CMOS manufacturing pro-
cess with a matrix organized in 576 rows and 1152 columns. Based
on the pitch of the pixels, the single-pixel intrinsic resolution of
the Mimosa26 is expected to be 5.3 μm. A better resolution was
achieved from the combination of pixels into clusters. The sensor
thresholds were optimized to improve the intrinsic resolution. A
pointing track with precision of about 4 μm was achieved after a
careful alignment of the Mimosa26 sensor planes. The EUDET
telescope provided a very precise pion-trajectory reference for the
sTGC detector.

Event triggering was controlled by a custom Trigger Logic Unit
(TLU). The TLU received signals from two 1!2 cm2 scintillators
placed in front and behind the telescope. The TLU generated the
trigger signal that was distributed to the telescope and the sTGC
readout electronics. The telescope sensors were read out in a
column-parallel mode with an offset-compensated discriminator
to perform the analog-to-digital conversion which allowed a
115.2 μs digital binary readout. The sTGC detector was read out
using the VMM1 ASIC and a custom data acquisition card. An
Arduino microcontroller board [11] controlled the TLU system and
cleared the latched trigger/signal busy provided by a custom I/O
board necessary to achieve synchronization between the telescope
and sTGC data. The data of each event were sent via Ethernet using
the UDP protocol and stored on a local disk array.

The bandwidth of the EUDET readout system and of the
Arduino synchronization system allowed to read out all six
Mimosa26 sensors and the sTGC detector at a maximum possible
rate of about 2 kHz. The silicon pixel hit positions were then used
for reconstructing straight three dimensional charged-particle
tracks. A track quality parameter was obtained for each fitted
pion track based on the χ2 of the track-fit. A small value of the
track quality parameter corresponds to a straight track and a cut
on this parameter can therefore be used to mitigate multiple
scattering which are not considered in this analysis.

5.2. Analysis model

Two analyses are performed to determine the intrinsic sTGC
position resolution of a single plane. In the first analysis, the intrinsic
detector resolution is estimated by comparing the extrapolated beam

particle trajectory reconstructed by the external silicon pixel tele-
scope, with measurements in each of the four sTGC quadruplet
planes. This analysis is referred to as the ‘pixel telescope analysis’
hereafter. In the second analysis, the spatial resolution is estimated
based on the difference between two independent measurements of
the beam particle position determined in two adjacent sTGC layers
and is referred to as the ‘sTGC standalone analysis’. For both analyses,
the x–y plane of the coordinate system is defined as the surface of the
sTGC strip layer under study. The y-axis is defined perpendicular to
the strips as shown in Fig. 4. The sTGC strip-clusters therefore provide
measurements of the particle position in the y-direction ðysTGCÞ of this
plane. The position resolution is directly related to the profile of
induced charge on the strips. The particle position is estimated from a
Gaussian fit to the induced charge distribution on the strips. The
neighbour-enabled logic of the VMM1 was used. Strip-clusters with
induced charge in either 3, 4 or 5 adjacent strips are selected.

For the pixel telescope analysis, the data from each of the four
sTGC strip layers are analysed separately. To reduce the effect of
multiple scattering on the resolution measurement, only pixel
telescope tracks with track quality parameter o10 are considered.
The pixel telescope tracks provide both coordinates, xpix and ypix at
the position of the sTGC layer studied. The spatial resolution
measurement is obtained by fitting the residual distribution ysTGC
$ypix with a Gaussian model.

The charge measured on the strips of the sTGC detector results
from a spatial sampling and discretization of the induced charge.
The process of reconstructing the sTGC strip-cluster position from
this sampling introduces a differential non-linearity effect on the
reconstructed strip-cluster position. The deviation of the mea-
sured strip-cluster position from the expected position (estimated
by the pixel telescope track) depends on the strip-cluster position
relative to the strips. This dependence is clearly seen in the two-

Fig. 4. Schematic diagram of the experimental setup at Fermilab and coordinate
systems used. Three layers of silicon pixel sensors are positioned before and after
the sTGC detector. The dimensions are not to scale.
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6 Strip charge sharing

Avalanches initiated by the ionized electrons and developed near wire surfaces will induce charges on
the two symmetric cathode planes. The charges spread on the cathode plane, however, are constrained
to be similar in size to the gas gap. Hence the charge sharing on 3.2 mm pitch readout strips underneath
is insu�cient to determine the charged particle hit position using a charge interpolation method. On
the other hand, the localized charge on the cathode will di↵use through the resistive paint layer to the
ground and image charges will be created on the readout strips, which are capacitively coupled to the
resistive cathode. Therefore the resistive cathode not only provides the spark resistant functionality but
also serves to disperse the charge over several readout strips to enhance tracking resolution.

A simple model has been developed to describe the charge sharing between sTGC strips. The model
considers the spatial distribution and time development of raw induced charges on the cathode, and
the propagation of induced signals through the resistive-capacitive network formed between the restive
cathode and the readout plane.

Information about the raw induced charge on the cathode can be obtained from Garfield simulations
without taking resistive layer into account. The charge dispersion phenomenon in resistive electrodes has
been studied from streamer tubes in 1980’s [21, 22] to micro pattern gaseous detectors [23, 24] recently.
The method developed is also applicable for sTGC.

6.1 Raw charge spread on cathode

For multi-wire chambers, the induced charge density on a contiguous cathode plane due to a point charge
deposited on the wire is described by the empirical function of Gatti et al. [25, 26]:

�(�) = K1
1 � tanh2K2�

1 + K3tanh2K2�
(8)
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6.2. Charge sharing between pads

To study the transition region between pads, the scintillator
coincidence triggering area and the particle beam were centred
between pad n and pad nþ1 of the first layer, as illustrated in
Fig. 14.

After applying timing quality requirements on the strip and pad
hits, the channel baseline values are subtracted from the analog
peak values. Strip-clusters with induced charge in either 3, 4 or
5 adjacent strips are selected and calibrated in the same way as for
the Fermilab beam test. Events with a single strip-cluster in the
first layer and the second layer are selected. The strip-cluster
position (mean of the fitted Gaussian) in the first layer is used to
define the position of the particle going through the detector. The
events are further required to contain a hit above threshold on
either pad n or pad nþ1. The charge fraction (F) is defined using
the analog peak values (P) of the two adjacent pads:

F ¼
Pn#Pnþ1

PnþPnþ1
ð3Þ

Fig. 15 shows the charge fraction as a function of the position
with respect to the centre of the transition region between the
pads. It shows that the transition region, where the two pads share
more than 70% of the induced charge, spans about 4 mm.

7. Conclusions

The spatial resolution for a full-size sTGC prototype detector for
the ATLAS NSW upgrade has been measured in a 32 GeV pion
beam test experiment at Fermilab. A six-layer silicon pixel tele-
scope has been employed to characterize the sTGC detector and to
correct for differential non-linearity of the reconstructed sTGC
strip-cluster position. At perpendicular incidence angle, single
strip-layer position resolutions of better than 50 μm have been
obtained, uniform along the sTGC strip and perpendicular wire
directions, well within design requirements. The characteristics of
the sTGC pad readout have been measured in a 130 GeV muon
beam test at CERN. The transition region between readout pads
has been found to be 4 mm, and the pads have been found to be
fully efficient.
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5 Micromegas detector technology and
performance

In Chapter 2 the requirements for the precision tracking system in the NSW has been defined.
The tracking detectors should provide very good position resolution independent of the particle
incident angle, high efficiency even at the highest background rates, and good two track separation
to reject delta rays accompayining muons. In this chapter the excellent tracking capabilities of
MM detector (better than 100µm for all particle impact angles in the New Small Wheel) will be
demonstrated.

The very fine segmentation of the MM read out strips, together with a reasonably good time
resolution, can also be exploited to complement the trigger scheme based on sTGC, adding in the
robustness and redundancy of the system.

5.1 Detector technology and characteristics

The micromegas (an abbreviation for ’micro mesh gaseous structure’ (MM)) technology was
developed in the middle of the 1990’s [21]. It permits the construction of thin wireless gaseous
particle detectors. MM detectors consist of a planar (drift) electrode, a gas gap of a few millimetres
thickness acting as conversion and drift region, and a thin metallic mesh at typically 100–150µm
distance from the readout electrode, creating the amplification region. A sketch of the MM
operating principle is shown in Fig. 5.1. In the original design the drift electrode and the
amplification mesh were at negative high voltage (HV) potentials, the readout electrode is at
ground potential (the HV scheme has been modified for the MM application in ATLAS, see
following sections). The HV potentials are chosen such that the electric field in the drift region is a
few hundred V/cm, and 40–50 kV/cm in the amplification region. Charged particles traversing the
drift space ionize the gas; the electrons liberated by the ionization process drift towards the mesh.
With an electric field in the amplification region 50–100 times stronger than the drift field, the
mesh is transparent to more than 95% of the electrons. The electron avalanche takes place in the
thin amplification region, immediately above the readout electrode. The drift of the electrons in
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Figure 5.1: Sketch of the layout and operating principle of a MM detector.
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Internal structure of a Micromegas

Quick ion evacuation 
from the thin 

amplification gap 

Operates with the principles 
of a time projection chamber.

• Micromegas: micro-pattern gaseous detectors that 
operate in 2 phases: drift and amplification.

• A micro-mesh, transparent to electrons, separates 
drift and amplification gaps.

• Primary ionization drifts to the mesh by the action 
of a moderate electric field.
– Drift gap thickness: 5 mm
– Drift field = 600V/cm

• Charge is multiplied by the strong electric field in 
the amplification gap.
– Gain gain ~104, Amplification field = 40kV/cm 
– Amplification gap thickness: 128 μm

• Readout strips collect avalanche charge by 
induction.
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Figure 4. MM detector structure (a), readout strip arrangement in a quadruplet (b) and segment reconstruction
with hits from up to eight MM strip planes (c).

high density optical transceivers are included on each mezzanine card to broadcast reconstructed
NSW segments to up to 7 new SL boards. Additionally, fast and low latency inter-FPGA LVDS
pairs are implemented for cross communication between sTGC and MM trigger processors to merge
segments.

4 Trigger Front-end electronics

NSW trigger Front-end electronics include radiation tolerant ASICs populated on boards along the
side of detectors and FPGAs on boards sitting at the rim of the NSW where radiation environment
is less harsh. All ASICs are based on IBM 130 nm CMOS technology, which are expected to
withstand after much higher radiation dose [21] than that expected at the NSW. Customized logic
in these electronics will be optimized to meet low latency requirements and to mitigate single
event e�ects.

4.1 Front-end electronics for sTGC system

Trigger Data Serializer (TDS) ASIC: the TDS is a 128-channel, low latency, low power ASIC
which prepares trigger data for sTGC strips and pads, performs pad-strip matching and transmits
data with a high speed serializer. TDS can be operated in two modes: strip or pad mode. The
pad-TDS mode assigns BCID to timing pulses from VMMs connected to sTGC pads and outputs
the BCID followed by binary hit information from up to 104 pads in that bunch crossing. The
pad-TDS provides programmable delay for each pad input with a 3.125 ns step to compensate signal
arrival time di�erence due to the variable pad location within a detector plane. The strip-TDS
mode decodes 6-bit hit charge data from strips, assigns each hit a BCID and stores them in a ring
bu�er. Upon receiving a pad-trigger road, the strip-TDS searches for hits both within the pre-trigger
selected strip band using a LUT and with a BCID matching the trigger road. Charge data from
up to 14 matched strips, appended with BCID, strip band ID and trigger road �-ID, are framed,
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which prepares trigger data for sTGC strips and pads, performs pad-strip matching and transmits
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the BCID followed by binary hit information from up to 104 pads in that bunch crossing. The
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• Online reconstruction: muon position obtained from the first strip with signal.
• Offline reconstruction: use charge cluster centroid position or μTPC mode.
• Stereo-strip arrangement for muon measurement in two coordinates.
• For trigger: global and local slopes obtained and compared using hits from 

all 8 Micromegas layers.

ATLAS Muon Phase-I Upgrade 
CIPANP18Benoit Lefebvre

Stereo-strip configuration

Local slope: least 
square fit of MM hits

Global slope: avg. 
of MM hits to IP.

Figures: L. Guan



Benoit Lefebvre ATLAS Muon Phase-I Upgrade 
CIPANP18 13

Micromegas
Performance studies

zhalf  
(2.5 mm) 

xhalf 

zdrift  
(5mm) 

ti, xi 

x 

z 

Figure 5.10: Left: principle of the MM µTPC operating mode. Right: distributions of �xhalf for particle
impact angle of 30�. The distribution is fitted with a double Gaussian (red line) accounting
for a core distribution (green line) plus tails (blue line). The widths of the two Gaussians are
reported in the plot.

output of the charge integrating pre-amplifier. The time resolution obtained with this analysis
depends on the impact angle and is approximately 12 ns at 30�. For each event, (xi, zi) coor-
dinates are assigned to each hit and fitted with a straight line, from which the best position
measurement,‘xhalf’ is obtained (as indicated in Fig. 5.10 left).

Tracklet angles are reconstructed with about 70 mrad resolution. The µTPC spatial resolution
has been measured by the difference of xhalf in two chambers with the same orientation (�xhalf ).
The time jitter is equal in the two chambers and cancels out in the difference. In Fig. 5.10 right the
distributions of �xhalf for a beam impact angle of 30�, are reported. The single plane resolution
is about 90µm, assuming that it is obtained by the width of the fitted distribution by

p
2.

The results for the MM spatial resolution study are summarized in Fig. 5.11. As expected, the
cluster centroid behaves better at small angles (small cluster size) while the µTPC method reaches
best performance for larger angles. Moreover,it has been verified that the position determination
with the two methods is systematically anti-correlated; for that, a weighted average can improve
the resolution further. The result of a simple combination method using a weighted average of the
cluster centroid and the µTPC position measurement is also reported in the figure, demonstrating
that spatial resolutions below 100µm is achievable for all impact angles up to 40� (the impact
angle range for muons in the NSW is approximately between 8� and 30�).

A cross-check of the previous results was done with a full track reconstruction method; the
results obtained are in excellent agreement with the simpler method described above.

5.4.2 Performance of the micromegas detectors in magnetic field.

The MM chambers of the NSW will operate in a magnetic field of a magnitude up to about 0.3 T
with different orientations with respect to the chamber planes but a sizable component orthogonal
to the MM electric field.

The effect of the magnetic field on the detector operation has been studied with test beam
data and simulations. Figure 5.12 shows the drift velocity and the Lorentz angle as a function of
the drift field for several values of the magnetic field (perpendicular to electric field) and for an
Ar:CO2 93:7 gas mixture. Figure 5.13 illustrates the effect of the magnetic field on a MM chamber.
The drift direction of the ionization electrons is tilted with respect to the electric field direction by
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Figure 5.11: MM spatial resolution with charge centroid method (blue triangles), µTPC method (full
red circles) and the combination of the two (black open circles) as a function of the particle
impact angle.

Figure 5.12: Drift velocity along the electric field (left) and Lorentz angle (right) as a function of the drift
field for different values of the magnetic field.

the Lorentz angle ✓L; tan✓L is proportional to the magnetic field intensity B. Expected values
of ✓L are shown in Fig. 5.12 right. The tilt of the drift direction gives a sizable shift (�x) of the
reconstructed hit position of the order of

�x = (d/2)tan✓L = 2mm⇥B(T)

where d = 5mm is the drift gap. This shift affects both centroid and µTPC reconstruction and
reaches values up to 400µm. Singular configurations are expected when ✓ = ✓L, ✓ being the
inclination angle of the track. In these configurations the ionization cluster is confined to a very
small number of strips. On the other hand, when ✓ and ✓L have different sign, the ionization
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μ-TPC mode: use strip hit timing to 
reconstruct a muon track.
Centroid mode: strip-cluster centroid 
provides the muon position 

90μm spatial resolution 
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Spatial resolution improvement 
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Figure 5.10: Left: principle of the MM µTPC operating mode. Right: distributions of �xhalf for particle
impact angle of 30�. The distribution is fitted with a double Gaussian (red line) accounting
for a core distribution (green line) plus tails (blue line). The widths of the two Gaussians are
reported in the plot.

output of the charge integrating pre-amplifier. The time resolution obtained with this analysis
depends on the impact angle and is approximately 12 ns at 30�. For each event, (xi, zi) coor-
dinates are assigned to each hit and fitted with a straight line, from which the best position
measurement,‘xhalf’ is obtained (as indicated in Fig. 5.10 left).

Tracklet angles are reconstructed with about 70 mrad resolution. The µTPC spatial resolution
has been measured by the difference of xhalf in two chambers with the same orientation (�xhalf ).
The time jitter is equal in the two chambers and cancels out in the difference. In Fig. 5.10 right the
distributions of �xhalf for a beam impact angle of 30�, are reported. The single plane resolution
is about 90µm, assuming that it is obtained by the width of the fitted distribution by

p
2.

The results for the MM spatial resolution study are summarized in Fig. 5.11. As expected, the
cluster centroid behaves better at small angles (small cluster size) while the µTPC method reaches
best performance for larger angles. Moreover,it has been verified that the position determination
with the two methods is systematically anti-correlated; for that, a weighted average can improve
the resolution further. The result of a simple combination method using a weighted average of the
cluster centroid and the µTPC position measurement is also reported in the figure, demonstrating
that spatial resolutions below 100µm is achievable for all impact angles up to 40� (the impact
angle range for muons in the NSW is approximately between 8� and 30�).

A cross-check of the previous results was done with a full track reconstruction method; the
results obtained are in excellent agreement with the simpler method described above.

5.4.2 Performance of the micromegas detectors in magnetic field.

The MM chambers of the NSW will operate in a magnetic field of a magnitude up to about 0.3 T
with different orientations with respect to the chamber planes but a sizable component orthogonal
to the MM electric field.

The effect of the magnetic field on the detector operation has been studied with test beam
data and simulations. Figure 5.12 shows the drift velocity and the Lorentz angle as a function of
the drift field for several values of the magnetic field (perpendicular to electric field) and for an
Ar:CO2 93:7 gas mixture. Figure 5.13 illustrates the effect of the magnetic field on a MM chamber.
The drift direction of the ionization electrons is tilted with respect to the electric field direction by
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μ-TPC mode

Figures: CERN-LHCC-2013-006 

Figure 5.9: Left: comparison of data to Monte Carlo of the earliest arrival signal time of a hit with the
first generation of the VMM readout chip. Right: Difference between the first arrival strip as
obtained from offline from the read out of the VMM1 chip and the strip selected from the
VMM1 for the trigger. Red histogram refers to teast beam data, blue histogram to Monte
Carlo expectation.

Front-end readout electronics was based on the 128 channels APV25 ASIC in which detector
signals are zero-suppressed, shaped with a CR-RC circuit and sampled at 25 ns frequency. The
total acquisition time window was of 675 ns, corresponding to 27 samples.

5.4.1 Spatial resolution for straight and inclined tracks. The µTPC method

The spatial resolution of MM detectors was studied for eight resistive chambers (T1–T8), aligned
along the beam line and oriented, in pairs, in a back-to-back configuration. The total lever arm
of the system was 600 mm. The detectors were operated with an Ar:CO2 gas mixture (93:7).
The reference operating settings were 600V/cm electric drift field and an amplification voltage
HVmesh=500 V.

Data with beam perpendicular to the MM and at various angles have been recorded and analyzed.
The trigger was provided by the coincidence of three scintillators plus a veto. The APV25 chips
were operated at a frequency of 40 MHz, completely unsynchronized to the particle beam. A jitter
of ±12.5 ns, corresponding to the width of one clock cycle, is introduced by the synchronization of
the trigger signal.

The spatial resolution of MM with sub-mm strip pitch and analog readout can easily go below
100µm for perpendicular tracks by using the cluster charge centroid method [31]. A spatial
resolution of about 73µm has been obtained for all chambers under test, with an average cluster
size of approximately 2.4 strips.

With the same perpendicular tracks, global detector inefficiencies have been measured to be
in the range of 1–2%, consistent with the partially dead area expected from the presence of the
300µm diameter pillars separated by 2.5mm.

For impact angles greater than 10� the µTPC method [31] is used for a local track segment
reconstruction in the few-millimeter wide drift gap. It exploits the measurement of the hits time
and the highly segmented readout electrodes: the position of each strip gives an x coordinate,
while the z coordinate (perpendicular to the strip plane) can be reconstructed from the time
measurement of the hit after calibrating the z–t relation (z = t⇥ vdrift), see Fig. 5.10, left.

The hit time is measured for each strip by applying a fit to samples obtained from the shaped
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Timing of first strip hit
All hits within ~3 bunch crossings
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Small-Strip Thin Gap Chambers for the Muon 
Spectrometer Upgrade of the ATLAS Experiment

Introduction

Principal reasons to change the Small Wheel sTGC structure & features

Efficiency tests at CERN & construction sites, and gamma irradiation Current status and work

The instantaneous luminosity of the Large Hadron Collider at CERN will be increased by a factor of 
5-7 with respect to the design value.
The largest phase-1 upgrade project for the ATLAS Muon System is the replacement of the present 
first station in the forward regions with the so-called New Small Wheels (NSWs) during the long-LHC 
shutdown in 2019/20.
Along with Micromegas, each side of the NSWs will be equipped with eight layers of small-strip 
thin gap chambers (sTGC) arranged in two quadruplets. 
To reduce fake triggers, good precision tracking and trigger capabilities are required in the high background 
environment of  LHC, each sTGC plane must achieve a  spatial resolution better than 100 μm at normal incident 
angle to allow the Level-1 trigger track segments to be reconstructed with an angular resolution of approximately 1mrad.

• Precise position measurement in front of the end-cap magnet is crucial for 
the momentum determination of the muon.

• Low energy particles produce fake triggers by hitting the end-cap trigger 
chambers at an angle similar to that of real high pT muons. An analysis of 
2012 data demonstrates that approximately 90% of the muon triggers in 
the end-caps are fake. 

• The basic sTGC structure consists of a grid of gold-
plated tungsten wires sandwiched between two 
resistive cathode planes at a distance of 1.4mm 
from the wire plane. 

• The precision cathode plane has strips with a 
3.2mm pitch for precision readout relative to a 
precision brass insert outside the chamber, and the 
cathode plane on the other side has pads which 
determine the timing of the collision and group of 
strips to be used for trigger.

Construction steps Beam test results at FermiLab, position resolution

pin

Pin holder

• Position resolution was measured using 
a 32GeV pion beam at Fermilab, Nuclear 
Instruments and Methods in Physics, 
817, 85-92 (2016)

• The results shown a position resolution 
to be better than 50µm (bottom right 
plot) comparing to an external pixel 
telescope for different position scan in 
x-y (Runs: A,B,C,D,E,F) in different layers 
(layers: 1,2,3,4). see bottom left plot.

pixel telescope

• Efficiency was measured at CERN using a 
130GeV muon beam of about 4cm radius 
on a full size detector, Nuclear 
Instruments and Methods in Physics, 817, 
85-92 (2016)

• It was determined that the detector
efficiency is essentially 100% which was
confirmed using cosmic muons at Canada,
China and Israel, showing a efficiency
>95% for the active area.

• Quadruplets were irradiated at GIF++ with
Cs-137 at different voltages, with gamma
rays at a rate of 30KHz/cm^2 the detector
shows no saturation effect and no
deterioration on performance was
observed.

Graphite coating of QL1 Frame gluing of QL3 Wire winding of QS2

Chamber closing of QS3 Precision quadruplet assembly of QS1

• Quadruplet construction 
ramping up in all construction 
sites.

• First small test wedge 
assembled with real 
quadruplets and fully 
instrumented.

• Used as test-bed for services 
installation and definition of 
wedge assembly protocol.

• Setbacks overcome include:

• Winding wire breakages.

• Cathode board production 
delays.

• Front-end board (FEB) and 
adaptor board redesigns.

Rimsky Rojas (UTFSM, Chile) on behalf of the Atlas Muon Collaboration

Strip efficiency map of prototype at McGill

PM2018 - 14th Pisa Meeting on Advanced Detectors
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x-ray scan of QL1

• The Muon trigger is performed with a precise angle measurement 
in the NSW and in coincidence with the outer detectors (Big Wheel)

• The gap is provided using precision frames machined              
and sanded to 1.4mm ±20µm and glued to the cathode boards.

Small wedge chambers connected with the FEB to mini-DAQ

Current v/s voltage for QS1 
quadruplet (2 HV line per layer)

Detector production
• sTGC and Micromegas are trigger and 

precision detectors manufactured with 
stringent tolerances on the geometry and 
location of readout strips.

• The planarity of the assembly is crucial 
for a uniform detector gain.
– Most assembly steps carried out on a flat 

granite table.
– All boards and frames controlled for 

thickness.
• Excellent alignment of strip boards 

required for a precise muon track 
reconstruction.
– sTGC strip boards aligned using brass 

inserts and precision alignment pins.
– Micromegas strip boards aligned with 

precision dowel pins.
• Deviations from nominal of detector 

components known to within ~100 microns 
to meet the NSW specifications.

14

Scale & Offset Measurements on Strip Boards 

14

� Scale measured from 6th bottom to 6th top strip
� 1st and last strips does not have enough exposure 

beyond pre-preg to allow reliable measurements
� Offset measured from center of the V-shape   

10 mm pin to middle strip
� Boards get micro-etched prior to measurements 

improved measurement accuracy
� CMM accuracy is ~2.5 μm, but repeatability for 

each measurement closer to 30 μm

2017-11-6 sTGC construction

ATLAS Muon Phase-I Upgrade 
CIPANP18Benoit Lefebvre

sTGC strip dimensional 
control with a CMM machine

sTGC brass insert

Method: 
• Optical alignment tool looks at exposed edges of strips while doublet is 
assembled (dry assembly, during gluing, or after gluing) on table: 

 

 

 

 

3 

Method: 
• Simple processing macro analyses image to extract alignment based on 
multiple visible strips (usually 3-5 pairs: we don’t use fuzzy/unclear strips so 
some can be discarded) 

 

 

 

 

Drawn lines are a visualization of the alignment algorithm as a sanity check 

5 

sTGC strip misalignment 
measurement with microscope

sTGC precision pin



sTGC production
Overview
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• Cathode board production in collaboration with 
industry.

• Quadruplet assembly: 5 production lines
o Valparaiso/Pontifical, Chile (S1)
o Shandong, China (S2)
o TRIUMF/Carleton/McGill, Canada (L2,S3)
o Weizmann/TAU/Technion, Israel (L1,S3)
o PNPI, Russia (L3)

• Wedge assembly and final testing at CERN
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two	high-pressure	low-volume	(HVLP)	spray	guns	mounted	on	a	linear	
reciprocator	moving	rapidly	and	perpendicularly	to	the	conveyor	direction	(see	
Fig.	16).	Do	not	handle	board	until	spray	pattern	has	completed.	

  

Figure	16:	Spraying	process	
	

i. After	the	board	emerges	from	the	paint	booth,	do	a	quick	visual	inspection	and	
note	any	areas	that	are	lighter	or	if	any	spots	need	to	be	patched	up.	

j. As	the	board	emerges	from	the	booth,	already	nearly	dry,	the	conveyor	is	
switched	off.	The	board	is	allowed	to	dry	for	a	minute	or	two,	and	then	
preliminary	checks	are	made	of	the	resistivity.	Resistance	measurements	should	
be	done	off	the	spraying	frame	on	the	conveyor	belt.	Make	sure	there	is	nothing	
underneath	the	board	that	can	affect	measurements.	Cross-board	resistance	
between	the	two	wide	copper	strips	should	be	measured	underneath	the	blue	
tape	around	the	edge	of	the	board.	The	measurements	should	be	taken	off	the	
graphite	so	as	not	to	damage	the	graphite	layer.	Next,	do	local	resistance	tests.	
Probe	should	be	clean	and	dry.	

k. Boards	that	pass	QC	can	now	be	stored	in	a	dry,	clean,	flat	environment	(typically	
at	20-23	C,	and	humidity	in	the	range	of	45-55	%).	Tape	is	to	be	left	on.	

iii) Polishing	of	the	cathode	boards	(see	appendix	A.6):	
a. Check	that	local	resistance	and	cross-board	resistance	since	they	may	have	

dropped	during	storage.	
b. Wrap	the	polishing	brush	with	a	new	clean	wipe	and	lightly	take	off	the	loose	

powder	in	one	direction	on	the	surface	of	the	graphite.	Apply	little	pressure	at	
this	stage.	

c. The	cathode	board	is	placed	on	a	flat	(to	within	100μm)	table.	Peel	blue	and	
3.5mm	black	tape	off	graphite	surface.	This	is	to	prevent	a	build-up	of	graphite	in	
the	corners	where	the	tape	meets	the	board	and	to	allow	for	a	more	even	polish.	

d. Divide	the	board	into	5	x	6	squares	(see	Fig.	17a).	Target	one	square	with	the	
probe	and	polish	it	with	the	brush	while	simultaneously	measuring	with	the	

Graphite spraying
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probe.	Measure	5	to	9	spots	per	square.	Target	square’s	resistance	should	range	

between	200kOhm/cm²	±20%.	If	there	are	points	where	it	is	higher,	those	points	

are	further	polished	until	the	above	values	are	achieved.	Single	point	deviation	

of	-50%	is	accepted;	if	it	is	lower	in	more	than	one	measuring	point,	the	graphite	

coating	is	rejected	and	the	spraying	is	repeated.	Polish	board	in	the	orientation	

that	the	wires	will	be	wound	(see	Fig.	17b,	17c).	

e. Store	boards	in	appropriately	labelled	sealed	shelves.	

  

Figure	17a:	5x6	grid	for	Resistance	
Measurements	

Figure	17b:	Orientation	of	polishing	to	be	the	same	
direction	as	future	winding	of	50µ	tungsten	wires	

  

Figure	17c:	Polishing	section	by	section	process	

iv) Gluing	of	frames	and	wire	supports	(component	used	is	Araldite	2011	from	
Ciba-Geigy;	see	appendix	A.7):	

a. The	procedure	is	used	for	the	two	types	of	cathode	planes	which	are	placed	

on	a	flat	granite	table	with	flatness	of	less	than	100μm.		

b. Scrape	table	with	metal	razors	to	remove	any	bumps.	Wipe	tables	down	with	

alcohol.	

c. The	cathode	plane	is	placed	on	the	table	at	the	pre-fixed	position	to	apply	

vacuum	from	underneath.	Peel	blue	tape	from	the	board	(Fig.	18a).	Check	

Graphite polishing
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Figure	39:	1/2	chamber	after	being	released	from	the	winding	machine	with	the	
wires	already	soldered	

b. One	then	checks	for	a	possible	non-uniformity	in	the	wire	tension	by	looking	
to	see	if	all	wires	form	a	uniformly	undulating	surface	(see	Fig.	40).	Possible	
defects	(kinks)	of	the	wire	are	checked	by	slightly	pushing	sidewise	on	the	
cathode	and	looking	to	see	if	any	defect	appears.	

c. In	the	unlikely	case	that	such	a	problem	is	detected,	the	corresponding	wire	
group	is	re-wired	again	after	placing	the	cathode	on	the	winding	machine	
table	and	just	releasing	the	corresponding	wires	with	a	soldering	iron.	

d. The	operation	is	repeated	for	the	second	cathode	board	and	both	barcodes	
are	entered	in	the	database.	

	

Figure	40:	Soldered	wires	tension	check	after	releasing	1/2-board	vacuum	

Anode wire winding

sTGC wedge	assembly	(1)	
• Quads	arriving	at	CERN	are	tested	and	assembled	into	sTGC wedges:-

Slide	details	from	M.	Trovatelli

21

Gluing	first	frame

and	frame	on	2nd side

sTGC Wedge 
Assembly

Finished QS3 
quadruplet



• Quadruplet prototype produced in all 
construction sites.

• Production is well underway in all 
construction sites.
– Production of cathode boards and other parts 

in parallel. 
– More than 50% of cathode boards 

manufactured to this day.
– End of cathode board production in Fall 2018.

• First prototype sTGC wedge complete.
– Wedge production will start this Summer.

• QA/QC tests have been defined for 
assembled detectors:
– x-ray scan
– cosmic-ray testing

Benoit Lefebvre ATLAS Muon Phase-I Upgrade 
CIPANP18 16

sTGC production
Status

Cosmic-ray testing facility

Leakage current measurements 

07/11/17 I. Ravinovich 2 

n  Before gluing this single gas 
gap has been tested for HV 
in CO2, just a “dry” test. 

n  After verifying that the 
leakage current went down 
to below 50 nA the gap has 
been glued and sealed. 

n  The rest tests have been 
performed in CO2/nPentane 
mixture under V = 3200 V. 

n  Leakage current has been 
monitored during 24 hours. 

Manual limit of 100 nA 

Manual limit of 100 nA 

Assuring	quality	of	production	quadruplets	(2)
• X- ray	scans,	low	intensity	and	
high	intensity:-
• Check	for	hot	spots.	See	plot
• Check	for	gain	non-uniformity	and	
understand	variations

• Check	for	gain	differences	and	
understand	variations.	Various	
reasons	including	incorrect	
connection	of	HV

9

Hot	spots	from	Scan;	seen	in	

repeated	scans:	recoverable

• Found	correlated	with	the	Cu	
pattern	in	the	pad	side

Experience	gained	vital	for	the	production	of	good	quads	by	the	group.

Gap	production	well	underway:	gap	testing	on-going	– allows	doublet	and	quad	production

Disconnected	HV	resistor	repaired
Cold	spots	in	scan	traced	

to	ceramic	spacer	

becoming	un-glued.

Solution	was	to	increase	

glue	amounts.

Engineering:	gap	still	

useable

Leakage current 
measurement

x-ray gain uniformity map

What	has	been	done	at	WIS	
ü  Scanner	unpacking	
ü  Set	a	mechanical	part	up:		

•  Checked	calibration	coefDicients;	
•  Fixed	a	vibration	in	a	slide	assembly	
•  Optimized	stepper	motors	currents	and	phases	for	

stable	work	(it	seems	that	transportation	affected)	
ü  Set	a	PC	with	new	version	of	QScanner	software	
ü  Fixed	bugs	in	the	QScanner	software;	SW	is	optimized	for	

NDT	1471	HV	supply	
ü  Various	tests	with	full-size	sTGC	Module-1	prototype	Dilled	

with	n-pentane/CO2	gas	mixture	

2	x-ray scanner



Micromegas production
Overview
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• 2200 readout (RO) boards production 
in PCB factories.

• Quadruplet assembly in 5 production 
lines
• INFN, Italy: SM1
• BMBF, Germany: SM2
• Paris-Saclay, France: LM1
• JINR, Russia: LM2
• Thessaloniki, Greece: LM2

• CERN is a central point for quality 
control and procurement.
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Wedges and Modules 

Fabien Jeanneau - ANIMMA2015 - April 2015 - Lisbon 

1821.5&

1321.1&

2220&

2022.8&

2008.5&

660&

1319.2&

23
10
&22

10
&

14
10
&

13
50
&

SM1& LM1&

LM2&SM2&

Small sector Large sector 

Construction sites: 
-  SM1 ! Italy/INFN 
-  SM2 ! Germany 
-  LM1 ! France/Saclay 
-  LM2 ! Russia/Dubna – Greece/Thessaloniki (+ Cern) 

1 - Drift panel 

2 - Read-out panel x2 

3 - Drift panel x2 

4 - Read-out panel x2 

5 - Drift panel 

eta strips

stereo strips

1 - Drift panel 

2 - Read-out panel x2 

3 - Drift panel x2 

4 - Read-out panel x2 

5 - Drift panel 

Cathode 

Mesh 

eta strips

stereo strips

Resistive  
strips 

Pillars 

7 

Inner module: 5 boards 
Outer module: 3 boards 

Cross-section view of a module 

MMs+producIon+site+toward+M0+construcIon+

ConstrucAon$sites:$
R$SM1$R>$Italy$
R$SM2$R>$Germany$
R$LM1$R>$France$
R$LM2$R>$Russia/Greece$(+$Cern)$

NSW$$Micromegas$has$4$different$chamber$types,$$producAon$is$distributes$over$several$
groups,$labs$and$insAtutes,$in$several$countries,$$quadruplets$are$built$at$insAtutes,$with$
certain$components$done$in$industry$

•  All production sites are either ready with the basic equipment, or will be ready soon. 
•  The tooling and quality control for the chamber construction is under preparation. 
•  Materials for Module 0 construction already delivered, PCB for readout panels in preparation. 
•  Modules 0 foreseen for end of Summer . 

Inner+module:+5+PCB+boards+
Outer+module:+3+PCB++boards+

Micromegas wedges

LM1/SM1: 5 PCB RO boards
LM2/SM2: 3 PCB RO boards

Micromegas cross-section



• ~50% of readout boards ready for 
quadruplet production.
– Entered series production of drift and 

readout panels.
• Quadruplet production has started in 

construction sites.
– Completion of first production module in 

all construction sites.

Benoit Lefebvre ATLAS Muon Phase-I Upgrade 
CIPANP18 18

Micromegas production
Status

Mesh stretchingSliding tool for 
quadruplet assembly

MESH FRAME HEIGHT

|  Page 9

The gluing of the mesh frame is performed using the vacuum bag 
wrapping up the hole panel 
A depression of ~50 mbar is applied

4.94

4.96

4.98

5

5.02

5.04

5.06

5.08

5.1

5.12

DL1B2 DL1F3 DL1B3 DL1C2 
Face A

DL1C2 
Face B

DL1C3 
Face A

DL1C3 
Face B

Mesh frame height statistics

MEAN MIN MAX Upper limit Lower limit

The technique is validated and shows 
good results

A few low points appear, very locally, 
that we decided not to treat it

DL1B2 DL1F3 DL1B3 DL1C2 Face 
A

DL1C2 Face 
B

DL1C3 Face 
A

DL1C3 Face 
B

MEAN 5,066 5,052 5,06 5,056 5,06 5,057 5,063
MIN 5,026 5,022 5,01 5,003 5,016 5,026 5,044
MAX 5,093 5,099 5,09 5,095 5,09 5,094 5,085

Gluing of mesh frame



Summary
• Incremental upgrades of the LHC are planned.

– Five to seven fold increase in luminosity expected.
– More physics opportunities for the LHC experiments.

• The Phase-I upgrade will improve the online muon 
identification capabilities of the ATLAS detector in 
anticipation of the increased LHC luminosity.

• The NSW combine the sTGC and Micromegas detector 
technologies.

• Detector construction is ongoing with stringent 
manufacturing specifications.
– End of NSW installation scheduled by the end of LS2.
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The need for three independent measurements in each gas gap
is achieved by using the two cathode planes (one equipped with
strips for precision measurements and the other with pads for

trigger purposes), and the wires which are connected in small
groups to measure the azimuthal coordinate.

3. TGC and test setup

Additional R&D is required in order to make the TGC adequate
for the SLHC upgrade. The main issue is the expected position

ARTICLE IN PRESS

Wire 50!m 10mΩ
4KV

4.7nF

COPPER CLADCOPPER CLAD

G10
STRIPS

STOS (LECROY 4200)

124 cm

ADC

G10
ETCHED COPPER PADS

GROUND PLANE

3.2mm

2m
m

CARBON
G10 200 !m

25
cm

SHIELDING

PADS
STRIPS

74cm

WIRES

Fig. 1. Schematic view of OPAL TGC: (a) cross-section and (b) main planes.

G10 Strips

W

0.3mm

G10

Wire 50µ
1.8mm

1.4mm

Carbon

0.5mm

1.6mm

Fig. 2. TGC prototype schematic cross-section view: with anode-cathode spacing
1.4 mm and wire pitch S ¼ 1.8 mm (ATLAS configuration), G-10 thickness between
graphite and strips t ¼ 0.5 mm, strip pitch on both sides W ¼ 1.5 and 2 mm, gap
between strips G ¼ 0.3 mm.

TGC Trigger
Scinitillator & TGC one wire group

10GeV π, µ, p

270 cm

20 mm

26 cm
ϕ

Fig. 3. Schematic of the experimental setup during the T9 test beam.

V. Smakhtin et al. / Nuclear Instruments and Methods in Physics Research A 598 (2009) 196–200 197

Cross-section of a sTGC gas volume
ATLAS Muon Phase-I Upgrade 
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Cross-section of a Micromegas quadruplet
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• Performance of muon end-cap detectors compromised by the high particle 
fluences expected at high luminosity.

• Current muon detector technologies reaching rate limitations:
– Cathode Strip Chambers (CSC)
– Monitored Drift Tubes (MDT)

• The expected performance degradation of end-cap detectors at high LHC 
luminosity will impact the trigger efficiency and precision of physics 
measurements involving muons.
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Muon detectors high-rate performance

(a)

������

(b)

Figure 2.2: a) Measured hit rate in the region of the Small Wheel for L = 9.6⇥10

32 cm�2 s�1 at
p
s = 7TeV

in the CSC and MDT chambers as function of the radial distance from the beam line. b)
Extrapolated hit rate in the CSC and MDT regions for a luminosity of 3 ⇥ 10

34 cm�2 s�1]
at

p
s = 7TeV as a function of the radial distance from the beam line. Also indicated is the

range of tube rates of 200-300 kHz.

2.2 Precision tracking performance

Track segments in the muon spectrometer are built from hits in a given station of the detector.
Segments from different stations are then linked together to form tracks. The single tube hit
efficiency and the segment finding efficiency of the MDT is shown in Fig. 2.4 as measured in test
beam as function of the hit rate [10–12]. The efficiency decreases linearly with increasing hit
rate. At a hit rate of 300 kHz (the maximum rate expected for a luminosity of 1⇥ 10

34 cm�2 s�1)
it already reaches hit inefficiencies of about 35%. The segment finding efficiency are higher
since only a subset of all available hits is required but for rates beyond 300 kHz it also decreases
dramatically. With tube rates above 300 kHz, the segment inefficiency becomes sizable and results
in a degradation of spectrometer performance. High background rate also causes degradation of the
position resolution due to space charge effects. It is evident from Fig. 2.2 (b) that at a luminosity
of 3⇥ 10

34 cm�2 s�1 a big fraction of the Small Wheel MDT system will have to operate with tube
rate much above 300 kHz. Hence the current MDT system will have substantial inefficiencies at
the luminosities and backgrounds expected after Phase I upgrade.

A study has been performed overlaying real events to determine the impact on the current
End-cap Inner (EI) chambers—the MDT used in the current Small Wheel for precision track
measurements. The overlay method for simulating event pileup at high luminosity is described in
detail in [13]. Here 10 Zero Bias events are overlaid to produce one event at a corresponding higher
luminosity. The Zero Bias events have been collected in 2012 with a dedicated trigger, with an
instantaneous luminosity of 2.6⇥ 10

33 cm�2 s�1. The obtained overlaid events correspond to the
background expected at a luminosity of 2.6⇥ 10

34 cm�2 s�1. The results for this study are shown
in Fig. 2.5. Only the EI MDT chambers closest to the beam-line are shown for simplicity. In
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Particle fluxes exceeding 
3 kHz/cm2 in the end-caps

Figure 2.3: Current density in the ATLAS muon RPC detector as a function of the LHC instantaneous
luminosity, over four orders of magnitude. The line fitted gives a linear dependence of the
current density to the instantaneous luminosity with a slope of 0.312± 0.001 nA m�2 cm�2 s�1.

Figure 2.4: MDT tube hit (solid line) and track segment efficiency (dashed line, referring to a MDT
chamber with 2x4 tube layers) as a function of tube rate estimated with test-beam data.
Instantaneous luminosity of 1⇥ 10

34 cm�2 s�1 is referred in this plot as ‘design luminosity’.
Points on the plots are result of test beam measurements.

Fig. 2.5 (Left) the red points correspond to the Zero bias occupancy in these chambers (averaged
over the sectors and the two end-caps) scaled up by a factor of 10. The black ones correspond to
the result of the overlay with 10 Zero bias events. The total number of hits does not scale linearly
with the background level due to saturation taking place. This saturation effect leads to MDT
hit efficiency losses of about 35% at high luminosities, and compares well with expectations from
Fig. 2.4 based on test beam data. These limitations will severely impact the track reconstruction
and therefore a new detector is required for ATLAS to exploit the luminosity delivered after
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Efficiency of MDTs will drop 
below an unacceptable level.

Rate per tube at
! = #×#%&' cm−2 s−1

ATLAS Muon Phase-I Upgrade 
CIPANP18Benoit Lefebvre

Figures: CERN-LHCC-2013-006 



ATLAS Muon Detectors

Benoit Lefebvre ATLAS Muon Phase-I Upgrade 
CIPANP18 25

2008 JINST 3 S08003

Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.
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