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● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)
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ALICE physics program

QGP 
properties

Thresholds 
of QGP 
formation

Stellar and 
interstellar 
phenomena 

Interior 
probes of 
protons and 
nuclei

Rare 
hadron and 
nuclei 
interactions

Few body 
QCD

Large acceptance and world leading particle identification probes all aspects of QGP behavior 
✓Broad physics program utilizing heavy-ion and pp collisions for hot and cold QCD
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Status of pp data taking in Run 3

Taken ~30 pb of pp data in 2022-2023 → 500x times more than Runs 1&2 
✓Courtesy of new continuous readout TPC with greatly improved track resolution

I.Arsene | Quark Matter '23
4

Detector performance in Run 3

TPC
ITS

MFT+MUON

FIT

● Very good performance observed for all upgraded 
detectors

● Detector alignment, space charge corrections and 
calibrations still continuously improving 
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First signal!

I.Arsene | Quark Matter '23
18

(Anti-)(hyper-)nuclei measurements

● Hyper-nuclear states with 4 baryons yields consistent with the thermal model
● Yields are very sensitive to feed-down from excited states

● First signals of anti-(hyper) nuclear states in Run 3 pp thanks to the triggered data

Ivan Vorobyev
Wednesday 8:50 (380)

Chiara Pinto
Wednesday 12:40 (404)

Run 3 Run 3
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Status of Pb-Pb data taking in Run 3

Hugely successful heavy-ion run in 2023 year → recorded 40x times data than Runs 1&2 
✓First set of public physics results on Pb-Pb data released this summer!
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• Critical Point 

• Phase transitions 

• Deconfined Matter 

• Hadronization 

• Compact Stars 

• Future experimental facilities and detectors

What have we learned from ALICE at  ~ 0?μB
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Is  really 0 at the LHC?μB
Fitting Grand Canonical SHM to ALICE 
antimatter/matter ratios 

✓  =0.71 ± 0.45 MeV 

Order of magnitude increase in precision due 
to cancelation of correlated uncertainties in 
data 

Medium created at top LHC energy really 
appears baryon-free…

μB
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Measurements of chemical potentials in Pb–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration
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Figure 2: Left panel: µB and µQ obtained with Thermal-FIST [22] in different centrality intervals. The centrality-
correlated and -uncorrelated uncertainties are represented with error bars and ellipses, respectively. Right panel:
µB extracted from data collected in Au–Au and Pb–Pb collisions at the AGS (E802, E866, E877, E895, E896, E917
Collaborations), SPS (NA44, NA49, NA47 Collaborations), RHIC (BRAHMS, PHENIX, STAR Collaboration),
and LHC (ALICE Collaboration) as a function of the center-of-mass energy per nucleon–nucleon pair [39, 41, 43],
and phenomenological parameterization of µB(

p
sNN) [36]. The inset shows more in detail the results obtained at

the LHC [36].

precision by a factor larger than eight (no direct value of µQ was provided in that study, see below). These
results imply that the system created at midrapidity in Pb–Pb collisions is baryon- and electrically-neutral
on average. As a consequence, this observation shows that the nuclear transparency regime is reached,
i.e., baryon transport from the colliding ions to the interaction region is negligible. Due to the absence
of any centrality dependence, it is also concluded that nuclear transparency is achieved even in central
Pb–Pb collisions, where a larger-than-zero µB could be expected from a more significant baryon number
transport at midrapidity.

As a cross check, the SHM fits described above are repeated by also constraining µQ from initial con-
ditions via conservation laws, as it was done also in past measurements [36, 39, 43]. Specifically, the
µQ/µB ratio is fixed by requiring that the average charge-to-baryon density ratio of the created hadron
system, hnQi/hnBi, is equivalent to the Z/A ratio of colliding nuclei, i.e., hnQi/hnBi = Z/A ⇡ 0.4 for
208Pb [21]. The µB values extracted from the fits in each centrality interval are successfully fitted with a
constant function (fit probability P = 0.09). The resulting µB value is compatible with the one reported
above within uncertainties. Similar results are obtained by fitting the antiparticle-to-particle yield ratios
using the GSI-Heidelberg model [15, 37, 39], with Tch = 156.6±1.7 MeV [38] and µQ is fixed to initial
conditions: the average value across centrality is µB = 0.90± 0.43 MeV. The c2 profile of the fit is
reported in appendix C.2. Using the values of µB and µQ extracted in the 5% most central collisions, the
inclusive net-proton density at midrapidity, 2/hNpartidNp�p/dy, can be computed in the SHM framework.
The value extracted with Thermal-FIST is (3.4±1.4)⇥10�3, while using the GSI-Heidelberg model, a
value of 5.9+2.2

�2.8 ⇥10�3 is obtained. In both cases, the obtained results agree with the exponential trend
as a function of beam rapidity predicted by the baryon-junction mechanism [90].

The right panel of Fig. 2 shows the comparison of the current with past estimations of µB as a function of
the center-of-mass energy of the collision [36, 39, 41, 43]. The comparison with the previous LHC data
point is highlighted in the inset of the figure. The result reported in this Letter is compatible with the
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Measurements of chemical potentials in Pb–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration
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Figure 1: Upper panels: statistical hadronization model fits to the measured antiparticle-to-particle yield ratios
in different centrality intervals. Error bars show the sum in quadrature of statistical and centrality-uncorrelated
systematic uncertainties. When not visible, error bars are hidden by the marker. Lower panels: pull distribution,
defined as the difference between data and fit values, normalized to the uncertainty in the data.

The contribution of strongly-decaying resonances is accounted in the model predictions as it cannot be
directly disentangled in the data. For the c2 minimization, the quadratic sum of statistical and uncor-
related systematic uncertainty is considered. The effect of the centrality-correlated sources is evaluated
by repeating the fit to ratios coherently increased or decreased by their uncertainties. The uncertainty
assigned to µB and µQ is half of the deviation between the results obtained in the two cases.

In this Letter, yield ratios are analyzed within the GC statistical model also in the most peripheral events,
where canonical ensemble formulation is needed for an accurate description of hadron yields by requiring
exact conservation of charges over a finite volume [87, 88]. It is known, however, that effects connected
to the canonical conservation of charges cancel out when considering antiparticle-to-particle yield ratios,
and their values are well described by the GC ensemble [15, 89]. Indeed, good fit quality is obtained
across the 0-90% centrality range using the GC model to quantify these ratios. In addition, the yield
ratio W+

/W� is compatible with unity as expected in the SHM, where it is independent of µB and µS for
µB ⇠ 0 [16].

The chemical potentials obtained in different centrality intervals are shown in the left panel of Fig. 2. The
centrality dependence of µB and µQ is studied by fitting independently the centrality-differential µB and
µQ results with a constant function, taking into account the full correlation matrix of the measurements,
which are reported in appendix B. The c2 profiles of the fits are reported in appendix C.1. The fit
probability is P = 0.97 for µB and P = 0.64 for µQ: therefore, no evidence of centrality dependence is
found, even if a larger µB would be expected in more central collisions due to a potentially larger baryon
stopping [4]. The fit of the centrality-differential values yields chemical potentials µB = 0.71±0.45 MeV
and µQ = �0.18±0.90 MeV, which are compatible with zero within 1.6s and 0.2s , respectively. The
comparison with the previous data point of µB at the LHC [35–38] shows a significant improvement in the
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Net-proton fluctuations & magnetic field

Lattice QCD predicts large magnetic fields increase proton fluctuations close to Tpc 

✓Splitting for  with momentum in peripheral collisions where B field largest…κ2/κ1

7

2

the magnetic field and could be useful to detect the exis-
tence of magnetic field in heavy ion collision experiments.
Some of the preliminary results are presented in [38].

Quadratic fluctuations of conserved charges and the

HRG model in strong magnetic fields– The quadratic fluc-
tuations of and correlations among B, Q, and S can be
obtained by taking the derivatives of pressure with re-
spect to the chemical potentials µ̂X ⌘ µX/T with X =
B, Q, and S from lattice calculation evaluated at zero
chemical potentials

�BQS

ijk =
@i+j+kP/T 4

@µ̂i
B
@µ̂j

Q
@µ̂k

S

�����
µ̂B,Q,S=0

, (1)

where P = T
V lnZ(eB, µB, µQ, µS) denotes the total pres-

sure of the hot magnetized medium, and i+j+k = 2. For
brevity, we drop the superscript when the corresponding
subscript is zero.

In the context of the HRG model, the thermal pressure
in strong magnetic fields arising from charged hadrons
can be expressed as follows [31, 37, 39]

Pc

T 4
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where "0 is the energy level of charged hadrons and has
a form of "0 =

p
m2

i + 2 |qi|B (l + 1/2� sz). Here qi
and mi are the electric charge and mass of the hadron i,
respectively, while sz is the spin factor which is summed
over �si to si for each hadron i. B is the magnetic field
pointing along the z direction, and l denotes the Landau
levels. n is the sum index in the Taylor expansion series
and K1 is the first-order modified Bessel function of the
second kind. The “+” in “±” corresponds to the case
for mesons (si is integer) while the “�” for baryons (si is
half-integer). Note that the HRG description of spin-3/2
baryons as well as spin-1 mesons breaks down at some
critical magnetic field, above which the lowest energy of
the particle would turn negative. In our case, the largest
eB applied is ⇠ 8M2

⇡ , which keeps "0 always positive.
The quadratic fluctuations of and correlations among

B, Q, and S arising from charged hadrons, are thus given
by [37] [40]

�X
2

=
B

2⇡2T 3

X

i

|qi|X
2

i

siX

sz=�si

1X

l=0

f ("0) ,

�XY
11

=
B

2⇡2T 3

X

i

|qi|XiYi

siX

sz=�si

1X

l=0

f ("0) ,

(3)

where f ("0) = "0
P1

n=1
(±1)n+1n K1

�
n"0
T

�
and Xi, Yi =

B, Q, S carried by hadron i. The fluctuations and cor-
relations arising from neutral hadrons are obtained us-
ing the standard HRG model [41, 42] as the masses

of neutral hadrons are assumed to be independent on
eB in the current eB window. In the current HRG
model computations, we adopt the list of resonances from
QMHRG2020 [42].
Fig. 1 shows the eB dependence of normalized �BQ

11
,

�B
2
, and �Q

2
obtained from the HRG model. Note

that both �BQ

11
and �Q

2
receive contributions only from

charged hadrons, while �B
2

receives contributions from
both charged and neutral baryons. It can be seen that
�BQ

11
increases rapidly as eB grows and reaches a factor

of ⇠ 1.9 at eB ' 8M2
⇡ . On the other hand, �B

2
has much

weaker dependence on eB and increases about 20% while
�Q

2
remains almost intact as eB grows.

FIG. 1. The ratio of X = �BQ

11
,�B

2 , and �Q

2
to its correspond-

ing value at vanishing magnetic fields as a function of eB at
three temperatures obtained from the HRG model.

Lattice QCD simulations–The partition function Z of
QCD with three flavors (f = u, d, s) is given by the func-
tional integral,

Z =

Z
DUe�Sg

Y

f=u,d,s

[detM(U, qfB,µf )]
1
4 . (4)

The highly improved staggered quarks (HISQ) [43] and
a tree-level improved Symanzik gauge action, which
have been extensively used by the HotQCD collabora-
tion [41, 42, 44–49], were adopted in our current lattice
simulations of Nf = 2+1 QCD in nonzero magnetic fields
on 323 ⇥ 8 and 483 ⇥ 12 lattices. The magnetic field is
introduced along the z direction and described by a fixed
factor uµ(n) of the U(1) field. We set the quark masses to
their physical values, with mass degenerate light quarks
mu = md corresponding to M⇡ = 135 MeV. The elec-
tric charges of the quarks are qd = qs = �qu/2 = �e/3,
with e denoting the elementary electric charge. To sat-
isfy the quantization for all the quarks in the system,
the greatest common divisor of their electric charges, i.e.,
|qd| = |qs| = e/3, is adopted, and the strength of the mag-
netic field eB thus equals to 6⇡Nb

NxNy
a�2 [50, 51]. Here Nb is

the number of magnetic fluxes through a unit area in the
x-y plane, a is the lattice spacing, and N� ⌘ Nx = Ny

ALI-PREL-550875

M. Arslandok, 
Wed. at 11.00 am

Phys. Rev. Le.. 132 
(2024) 201903

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.201903
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.201903
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● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Higher order pT fluctuations 

Measured for a variety of systems… 

Skewness of mean pT h± fluctuations can only be 
explained by models invoking a QGP in central 
Pb-Pb 

Promising measurement at lower collision 
energies to establish when a QGP is formed… 
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○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

EM probes and QGP temperature

QGP temperatures can be obtained from slope of intermediate di-electron mass spectrum 

✓Background from heavy flavor decays dominate in Run 2 data.. 

✓Direct photon yield consistent with hydro expectations
9
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Dielectron production in central Pb–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration

5 Inclusive dielectron production

5.1 Dielectron invariant-mass spectra

The yield of e+e� pairs in the ALICE acceptance (|he|< 0.8 and 0.2 < pT,e < 10 GeV/c) is shown as a
function of mee in the 10% most central Pb–Pb collisions at

p
sNN = 5.02 TeV in Fig. 4. In the left panel,

the data are compared with the expected contributions from known hadronic sources, i.e. the R
c,b!e±
AA -

modified HF cocktail shown with dashed lines and the Ncoll-scaled HF cocktail displayed as full lines,
both explained in Section 4.1.2. In the p0 (mee < 0.135 GeV/c

2) and J/y (2.7 < mee < 3.3 GeV/c
2)

mass regions, where dielectrons from p0-Dalitz and J/y decays are expected to dominate the yield of
e+e� pairs, respectively, the data are well reproduced by the hadronic cocktails.
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Figure 4: Upper panels: dielectron mee-differential yields in the 10% most central Pb–Pb collisions at
p

sNN = 5.02 TeV, compared with the expected e+e� contributions from known hadronic decays, including two
different estimations for dielectrons from correlated heavy-flavor hadron decays (left panel), and two predictions
for thermal radiation from the medium [36, 99] (right panel). Bottom panels: ratios data to cocktails, together with
the expected ratios from the models. The error bars and boxes represent the statistical and systematic uncertainties
of the data, respectively, whereas the bands show the uncertainties of the hadronic cocktails.

In the bottom and middle left panels of Fig. 4, the ratio of the data and the different hadronic cocktails
are presented. At low mee (0.18 < mee < 0.5 GeV/c

2), the ratios are systematically above one, although
consistent with unity within 1.7s (1.5s ) for the Ncoll-scaled (Rc,b!e±

AA -modified) HF cocktail. The hint for
an excess does not depend significantly on the method used to estimate the heavy-flavor contribution. In
both cocktails, the contribution from r mesons is estimated neglecting any medium effect and amounts
to about 18% of the total yield of known hadronic sources at mr . However, a significant contribution of
e+e� pairs originating from r mesons produced thermally in the medium is expected at low mee. Due to
its short lifetime compared to the one of the hot fireball and its strong coupling to the p+p� channel, the
r meson is likely to be regenerated in the hot hadronic phase with a medium-modified spectral function
broader than in vacuum. In the intermediate-mass range (IMR), i.e. 1.2 < mee < 2.6 GeV/c

2, the heavy-
flavor modified cocktail can better describe the data, systematically below the expectations from the
Ncoll-scaled HF cocktail. Nevertheless, the former cocktail suffers from large uncertainties.

In the right panel of Fig. 4, the data are compared with the R
c,b!e±
AA -modified and the Ncoll-scaled HF cock-

tails excluding the contribution from the r meson. In addition, expectations from two theoretical models
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Dielectron production in central Pb–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration

7.3 Charged-particle multiplicity dependence of direct-photon production
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Figure 12: Integrated direct-photon yield in the pT range 1 < pT < 5 GeV/c (or 1 < pT < 3 GeV/c) in Pb–Pb
collisions at

p
sNN = 5.02 TeV and

p
sNN = 2.76 TeV [32], in Au–Au collisions at

p
sNN = 0.2 TeV as measured

by the PHENIX [19] and STAR [27] collaborations, and in pp collisions at
p

s = 0.2 TeV [18]. The data are
compared to predictions from a state-of-the-art model [13]. The error bars and boxes represent the statistical and
systematic uncertainties of the data along the y-axis, respectively. The horizontal width of the boxes shows the
total uncertainty of the measured dNch

dh |h=0 [122].

The pT-integrated direct-photon yields are shown in Fig. 12 as a function of the measured charged-
particle multiplicity at midrapidity [122] for Pb–Pb collisions at

p
sNN = 5.02 (this analysis) and 2.76 TeV [32],

for Au–Au collisions at
p

sNN = 0.2 TeV [19, 27], as well as for pp collisions at
p

s = 0.2 TeV [18]. The
yields are integrated over the pT range 1 < pT < 5 GeV/c, except for the STAR data where the range is
1 < pT < 3 GeV/c. The systematic uncertainties are assumed fully correlated as a function of pT for the
results at

p
sNN = 5.02 TeV. The magenta band gives the integrated direct-photon yield in pp collisions atp

s = 0.2 TeV, scaled by the number of binary nucleon–nucleon collisions to the corresponding dNch
dh |h=0

for Au–Au collisions at
p

sNN = 0.2 TeV. The data are compared with predictions from the same model as
the one used for the pT-differential invariant yield discussed above [13]. The calculations can reproduce
the measured direct-photon yields at the LHC and in central Au–Au collisions at RHIC, although they
tend to slightly overestimate the observed yield at the highest charged-particle multiplicity reported here.
At lower dNch

dh |h=0 ( dNch
dh |h=0 < 300), the predicted direct-photon yields are smaller than the measured

values by the PHENIX collaboration, with a difference increasing when moving to lower multiplicity.
However, the comparison between the calculations and the data reported by the STAR collaboration for
the same colliding system shows a better agreement. The discrepancy between the PHENIX and STAR
results remains unresolved to this day.

The PHENIX collaboration reported an approximate power-law dependence on dNch
dh |h=0 of the direct-

photon yields at low pT, with a power a independent of centrality or collision energy and similar to what
would correspond to a scaling with the number of binary nucleon–nucleon collisions (a = 1.25±0.02)
shown with the magenta band in Fig. 12. However, the extracted value of a from the latest PHENIX
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Flow and jets in pp and p–Pb collisions ALICE Collaboration
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Figure 7: The measured and calculated evolution of v2 (left) and v3 (right) in pp and p–Pb collisions as a func-
tion of charged-particle multiplicity at midrapidity. The blue and red markers represent the measured p–Pb and
pp data, respectively. The calculations provided by hydrodynamical models [50, 53, 62, 72] are presented with
colored lines. The corresponding bands mark their statistical uncertainty. For GubsHyd calculations, the statistical
uncertainty is smaller than the line thickness.

5.3 Comparisons with models

In this section, the results are compared to various model calculations. The results from p–Pb colli-
sions are compared with hydrodynamic calculations using the parameterization from an improved global
Bayesian analysis. The analysis involves new sophisticated collective flow observables as obtained from
two different beam energies in Pb–Pb collisions [53], constraining the initial conditions and transport
properties of the QGP. This hydrodynamic model, TRENTo+iEBE-VISHNU, consists of the TRENTo
model [119] to simulate the initial condition, which is connected with a free streaming to a 2+1 dimen-
sional causal hydrodynamic model VISH2+1 [120]. The evolution is continued after hadronization with
a hadronic cascade model (UrQMD) [39, 40]. A model calculation is performed using the best-fit param-
eterization for transport coefficients selected based on maximum a posteriori (MAP) for Pb–Pb collisions
at

p
sNN = 5.02 TeV. Two different MAP values are used for the calculations. They are based on Ref. [53]

and Ref. [50] and in Fig. 7 they are labeled MAP(2021) and MAP(QM2018), respectively. The param-
eterization for the initial conditions, which include a sub-nucleon structure with six constituent partons
per nucleon (m = 6), is taken from a model calibration with additional p–Pb data [54]. All kinematic se-
lections, such as the transverse momentum and pseudorapidity intervals, are matched to the data reported
in this article. The flow coefficients in the hydrodynamic calculation are extracted with the two-particle
cumulant method, as the TRENTo+iEBE-VISHNU does not contain any non-flow.

Figure 7 shows that TRENTo+iEBE-VISHNU overestimates both v2 and v3. In the studied range, the v2
and v3 data increase with multiplicity. However, TRENTo+iEBE-VISHNU predicts the opposite trend,
which is similar to what is found in large collision systems [45]. The large discrepancies in the prediction
might be alleviated by inclusion of the newly measured p–Pb constraints in a future Bayesian parameter
estimation as well as by improvements of the initial condition model for small-system collisions.

The results are also compared with IP-Glasma+MUSIC+UrQMD hydrodynamic calculations [72]. This
model uses IP-Glasma initial conditions [28] including sub-nucleonic fluctuations with three hot spots
per nucleon. The hydrodynamic evolution is performed by MUSIC [34] and coupled with UrQMD [39,
40], which performs hadronic cascade. The model calculations are performed assuming constant h/s =
0.12 and a temperature dependent z/s(T ) [121]. This model describes well the multiplicity dependence

13

Thresholds of QGP formation

Discovery of QGP-like effects in high multiplicity pp and p-Pb collisions major finding at LHC 

✓Flow persists towards lower multiplicities in pp collisions

10

h.ps://cerncourier.com/a/collecGvity-in-small-systems-produced-at-the-lhc/

ALI-PUB-566434

Phys. Rev. Le.. 132 (2024) 172302

https://cerncourier.com/a/collectivity-in-small-systems-produced-at-the-lhc/
https://link.aps.org/doi/10.1103/PhysRevLett.132.172302


Anthony TimminsCPOD 2024

A Large Ion Collider Experiment

2022 pp processing plans and timeline 

13Luciano Musa (CERN) | CERN RRB | 26 October 2022

● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Formation of anti-deuteron in Pb-Pb collisions  

Snowball in hell appears to be thermally produced…

11

The binomial-based method of efficiency correction [18] is
a two-step method. First, the efficiency of d̄ and p̄
reconstruction in the ALICE detector is obtained using a
simulation based on GEANT4, which correctly describes the
interaction of p̄ and d̄ with the material of the detectors
[19]. Then, the cumulants and correlation coefficient
are corrected for the reconstruction efficiencies using
analytic expressions as discussed in Ref. [18]. Typical
reconstruction efficiencies of both p̄ and d̄ in the studied pT
ranges are about 70% and 25% in the TPC and TOF,
respectively. The efficiency-corrected cumulants and cor-
relation are further corrected for the centrality bin width
effect [20] to suppress the initial volume fluctuations which
arise from the initial state (size and shape) fluctuations.
The statistical uncertainties on the efficiency corrected

κ2=κ1 ratio and ρp̄ d̄ are obtained by the subsample method
[21]. The systematic uncertainties on the observables are
estimated by varying the track selection and PID criteria.
The systematic uncertainties due to track selection include
the variation of the selection criteria on DCAxy, DCAz, the
number of reconstructed space points in the TPC, and
the quality of the track fit from their nominal values. The
systematic uncertainties due to PID are calculated by
varying the default nðσTPCiÞ and m2 criteria. Systematic
uncertainties due to each of these sources are considered as
uncorrelated and the total systematic uncertainty on the
observables is obtained by adding all the contributions in
quadrature.
The resulting ratio of the second to first order cumulant

for d̄ is shown in Fig. 1 for different centrality classes. The
data is found to be consistent with unity within uncertain-
ties as expected from a Poisson distribution and does not
exhibit a significant centrality dependence. Measurements
are also compared with estimations from the CE version of
the SHM [22] for two different correlation volumes (Vc) for
baryon number conservation, Vc ¼ 4.8 dV=dy (orange
band in figures) and Vc ¼ 1.6 dV=dy (green band in
figures). The choice of two different Vc is discussed below.
In the SHM model the temperature is fixed to T ¼
155 MeV [5], the volume fitted to the published pion,
kaon, and proton yields at midrapidity [23], and the net-
baryon number set to 0. Measurements are found to be
consistent with the SHM model for both of the Vc. In
contrast to the corresponding ratio for p and p̄ [24,25], no
strong dependence on the Vc is seen due to the fact that
only a small fraction of the total antibaryon number is
carried by d̄ [10,26]. Remarkably, the data differs from the
calculations of the coalescence model, which predicts a
deviation larger than 1% from the Poisson baseline as
explained in Ref. [9]. Two shaded bands are shown for the
coalescence model: the purple one assumes full correlation
among protons and neutrons produced in the collision
(model A), while the blue one assumes completely
independent proton and neutron production fluctuations
(model B). On the other hand, a state of art model

calculation coupling coalescence to a hydrodynamical
model with hadronic interactions in the final state
(MUSICþUrQMDþCOAL) [27] predicts κ2=κ1 ratio ∼1,
in agreement with the experimental data (note that these
predictions were updated after acceptance of this Letter). As
discussed in [27], the main difference between the coales-
cence predictions in Fig. 1 and the MUSICþ UrQMDþ
COAL calculation is due to the different method of imple-
menting baryon number conservation.
Figure 2 shows ρp̄ d̄ as a function of the collision

centrality. A small negative correlation of Oð0.1%Þ is
observed, i.e., in events with at least one d̄, there are
Oð0.1%Þ less p̄ observed than in an average event. A
negative correlation as observed in data is expected by the
coalescence model (shown by the blue band in Fig. 2)
where p̄ and n̄ from two independent sources coalesce to
produce d̄. The same behavior is observed for the
MUSICþ UrQMDþ COAL calculation. It has to be noted
that models based on fully correlated proton and neutron
fluctuations (Model A in Ref. [9]) predict values of ρ
around 6% and are ruled out by data. On the other hand, the
measured negative correlation between p̄ and d̄ is also
expected by the CE version of the SHM which introduces a
negative correlation between p̄ and d̄ through the con-
servation of a fixed net-baryon number. The predicted

FIG. 1. Second order to first order cumulant ratio of the d̄
multiplicity distribution as a function of collision centrality in
Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Statistical and systematic
uncertainties are shown by the bars and boxes, respectively.
Measured cumulant ratios are compared with estimations from
the CE version of the SHM, from a simple coalescence model and
from a MUSICþ UrQMD þ Coalescence simulation. The width
of the SHM model and MUSICþ UrQMDþ Coalescence bands
corresponds to the statistical uncertainty of the model estimation,
whereas the width of the bands for the coalescence model
corresponds to the uncertainty coming from the variation of
the coalescence parameters.
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Figure 33: Measured multiplicity per unit of rapidity of different hadron species and light nuclei [267–269, 380–
383] compared to SHM fits from THERMUS [385, 385, 386], SHARE [387–390], Thermal-FIST [391, 392], and
GSI-Heidelberg [72, 120, 393]. Differences between the model calculations and the measured yields are shown in
the bottom panels. The hypertriton yield is obtained using a theoretical estimation of BR = 25% for the branching
ratio of the 3

LH ! 3Hep� decay channel [397].

in the vicinity of Tpc, while for temperatures lower than Tchem only two-particle interactions and decays
play a relevant role, but they are too slow to maintain the system in equilibrium catching-up with the
decreasing temperature. Therefore, the chemical freeze-out hallmarks a moment near the hadronisation
of the QGP itself. The last parameter estimated from the SHM fits is the volume of the fireball for one
unit of rapidity at the chemical freeze-out, which is of about 4500 fm3 in SHARE, Thermal-FIST, and
GSI-Heidelberg results. A significantly larger volume is obtained from the fits with THERMUS, which
comprises an excluded-volume (Van-der-Waals like) correction [395] to account for the short-range re-
pulsive interactions between hadrons, resulting in a lower particle density in the fireball. As discussed in
more detail in Sec. 2.7, the volume of one unit of rapidity at chemical freeze-out extracted from the SHM
fit can not be directly compared to the homogeneity region estimated from the femtoscopy measurements
described in Sec. 2.1.5, since the latter does not represent the source volume at a precise instant during
the fireball evolution. A SHM fit to the yields of pions, kaons, and protons measured in Pb–Pb collisions
at

p
sNN = 5.02 TeV [396] gives a larger volume and a value of Tchem compatible with the one observed

at
p

sNN = 2.76 TeV, as expected from the trend established from the statistical hadronisation analysis of
the measured hadron yields at lower collision energies, which shows that Tchem increases with increasing
energy for

p
sNN < 20 GeV and saturates at a value of 155–160 MeV for higher

p
sNN [122].

Experimental information on the QCD phase boundary, complementary to the one extracted from the
analysis of hadron yields within the SHM, can be obtained from measurements of event-by-event fluc-
tuations of conserved quantum charges and their probability distributions (see e.g. [398]). The second-
order fluctuations can be directly connected to susceptibilities, defined as the second-order derivatives
of thermodynamic pressure, which can be calculated on the lattice, thus providing a direct link between
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Pinning down the correlation volume Vc

Event-by-event correlations of anti-proton and anti-deuterons indicate 1.6 dV/dy 

✓The same measurement in the strange sector requires 3 dV/dy 
·

·
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Limits of statistical production of light nuclei
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Light (anti)nuclei production in Pb–Pb collisions at
p

sNN = 5.02 TeV ALICE Collaboration
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Figure 7: Integrated deuteron (left), 3He (middle), and triton yields (right) over proton yields as a function of
charged-particle multiplicity hdN/dhchi for pp, p–Pb, and Pb–Pb collisions measured by the ALICE Collaboration.
The boxes represent the uncorrelated systematic uncertainties, while the vertical lines are the statistical ones. The
shaded boxes represent the centrality-correlated uncertainties. In addition, the data are compared to the Thermal-
FIST CSM (canonical statistical model) at 155 MeV with a correlation volume of Vc = 1.6 dV/dy shown as a
black line [58], the two coalescence approaches displayed in green (two-body coalescence) and in blue (three-
body coalescence) [57] and UrQMD hybrid coalescence shown as a purple line [86].

central events. This is similarly visible for 3He and t, but with a lower number of centrality intervals.
The extracted spectra for t and 3He agree well in the overlap region of both spectra. Only for the most
peripheral interval a slight deviation from unity is visible, which is also expected by coalescence models,
where the deviation at low multiplicities is expected due to the different spatial wave functions of t and
3He [44, 57]. This will be constrained better with high-statistics data from Run 3, using all available
collision systems, i.e. pp, p–Pb, and Pb–Pb.

The yield ratios of d/p as a function of charged-particle multiplicity agree well with both expectations,
i.e. coalescence and thermal models. Notably, the deuteron-over-proton ratio requires a small correlation
volume within the SHM with respect to net-proton fluctuation measurements. For 3He the data lie at low
multiplicity slightly closer to the coalescence expectations, and for high multiplicities corresponding to
Pb–Pb the data lie between thermal and coalescence models. In contrast, for the triton the data points are
much closer to the coalescence model with multiplicities in Pb–Pb collisions. Recently, several works
appeared [87–89] that each try to improve the SHM in particular multiplicity regions. They give a good
description in the region they are applied to, but they are not applicable in the full multiplicity range
investigated here.

The presented data, even though they are much more precise than previous results, still do not allow for
a strong conclusion about the dominant production mechanism. More differential studies, in particular
also those involving additional (hyper)nuclei, such as 4He and 3

LH will help to understand better the
processes underlying the formation of composite objects.

The ongoing Run 3 of the LHC with the upgraded ALICE apparatus will allow for such more precise
studies of (anti)(hyper)nuclei production and for the extension to mass A = 4 hypernuclei in Pb–Pb
collisions [90].
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Improved accuracy of A=3 data favor coalescence predictions  

✓A=4 on other hand described by thermal models  not affected by Vc in central collisions→
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● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Compact stars and the 208Pb neutron skin

14

4

FIG. 3. Inferred neutron skin and energy-deposition param-
eters. We show the posterior distribution of the neutron skin
�rnp, the nucleon width w and the energy deposition param-
eters p and q, together with their expectation values (see top)
and correlations. Uncertainties correspond to the standard
deviations of the posterior distributions. Especially the p pa-
rameter (see Eqn. (1)) is highly anti-correlated with �rnp,
as both have a strong e↵ect on the centrality dependence of
observables (see also Fig. 2).

0.058 fm, corresponding to a point-like rms neutron ra-
dius rn = 5.653±0.058 fm. Our result is compatible with
both the ab initio determination [7] and the PREX re-
sult [6], which is competitive in precision. With regards
to the EOS of neutron matter, from the relation between
�rnp and the slope parameter, L, of the symmetry en-
ergy around the nuclear saturation density [22], we obtain
L = 79 ± 39MeV, representing the first collider-based
constraint on this parameter from high-energy data.

We comment now on the robustness of this result. The
total 208Pb+208Pb and p+208Pb cross sections [23, 24]
pose important constraints on the neutron skin. Indeed,
excluding these two measurements we obtain �rnp =
0.31± 0.10 fm, whereas using exclusively these two data
points results in �rnp = 0.03±0.12 fm. Our result comes
hence from constraints due to a combination of observ-
ables, where the cross section prefers a smaller neutron
skin, while other observables prefer a larger value (this is
similar for w [25]). For the first time in Bayesian anal-
yses we include the ⇢2 observable [26, 27], a sensitive
probe of the initial conditions [25, 28–31] which mea-
sures the correlation between v2{2} and hpT i. Without
this observable, the analysis yields a consistent result,
�rnp = 0.243±0.059 fm. Also, as introduced in Ref. [25],
we weight the targeted observables according to a pre-
scription that models unknown theoretical uncertainty

LHC [Trajectum] [0.217 ± 0.058 fm]
PREX II
ab initio

0.0 0.1 0.2 0.3 0.4
Δrnp = rn - rp [fm]

p(
Δ
r n
p
)

FIG. 4. State-of-the-art determinations of the neutron skin of
208Pb. We show the final likelihood distribution of the neu-
tron skin as determined from the LHC data as compared to
the values obtained experimentally by the PREX collabora-
tion (including both experimental and theoretical uncertain-
ties in the extraction) [6] and the estimate of ab initio nuclear
theory (with an error bar corresponding to a 68% credibility
interval) [7].

with respect to pT -di↵erential observables in particular.
Turning this weighting o↵, we find a consistent albeit
slightly smaller neutron skin, �rnp = 0.160± 0.057 fm.
Further indication of the robustness of our finding

comes from the fact that targeting a subset of pT -
integrated-only observables, corresponding to 233 AL-
ICE data points, we obtain �rnp = 0.216 ± 0.057 fm.
This suggests that the extraction of �rnp is likely insen-
sitive to theoretical uncertainties in the particlisation of
the QGP at the switching temperature [32]. Lastly, we
note that our TRENTo Ansatz of Eqn. (1) is very ver-
satile, and may lead to a relatively conservative estimate
of the uncertainty on �rnp. Implementing in the future
a model of initial conditions motivated by first-principles
arguments and with fewer parameters [33], may lead to
stronger constraints than presented here.
Future skin determinations at the LHC - We

expect our analysis to trigger a program of complemen-
tary measurements of skin e↵ects at the LHC. A method
pioneered by the STAR collaboration utilises the photo-
production of vector mesons in ultra-peripheral nucleus-
nucleus collisions to infer the average gluon density in the
colliding nuclei, and hence the neutron skins [34]. The
extracted skin of 197Au is in good agreement with nu-
clear theory predictions [35]. Therefore, the same method
could be exploited at the LHC to perform an independent
extraction of the skin of 208Pb.
In addition, the global analysis presented here uses

so-called soft observables that depend on particles with
transverse momentum of order of the QCD decon-
finement temperature, around 150 MeV. With high-
luminosity LHC runs it may be possible to constrain
the neutron skin as well via hard observables, such as
high transverse momentum electroweak bosons [36]. The
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FIG. 1. Neutron skin and collective flow in relativistic nu-
clear collisions. a: Two ions collide with impact parame-
ter b = 8 fm. Both ions are Lorentz-contracted by a factor
� ⇡ 2500, and the relevant dynamics hence e↵ectively takes
place in the transverse plane, x? = (x, y). b: The collision
deposits energy in the interaction region depending on the
extent of the neutron skin of the 208Pb nuclei. We consider
�rnp = 0.086 fm (top) and �rnp = 0.384 (bottom). The neu-
tron skin is varied by keeping the half-width neutron radius,
Rn, constant while changing the neutron di↵useness, as dis-
played by the dotted lines (see also Eqn. (2) below). A larger
neutron skin leads to a considerably larger total hadronic
cross section, �tot, and the resulting QGP is in addition more
di↵use and less elliptical. c: We show a single QGP evolving
hydrodynamically and being converted into particles (marked
in the figure with their respective symbols) as it cools, while
expanding both in z and in the transverse plane. The observa-
tion of millions such events leads to characteristic azimuthal
anisotropies in the momentum distribution of the produced
particles, the most important of which is quantified by the
rms value of its second Fourier component, the elliptic flow
v2{2}, which reflects the ellipticity of the QGP.

The interaction process and the subsequent energy de-
positions are then parameterised following some flexible

prescription which can be fine-tuned directly from exper-
imental data. Here we use a TRENTo-type Ansatz for
the energy density of the QGP [17, 18],

e(x?) /
✓
TL(x? � b/2)p + TR(x? + b/2)p

2

◆q/p

, (1)

where L,R denote the two colliding ions, while p and q
are model parameters. As the positions of the partici-
pant nucleons shaping the functions TL,R are sampled in
each collision from the neutron and proton densities in
the ground state of the scattering ions, the energy density
e(x?) is sensitive to their spatial distribution. This can
be seen by eye in the density plot of Fig. 1b, represent-
ing an average energy density over many collisions. The
scenario where the colliding 208Pb nuclei have a narrower
neutron skin leads to a QGP with a sharper profile over
the plane and a higher density peak.
Starting from the initial condition discussed in Fig. 1b,

the QGP then evolves as a relativistic viscous fluid (with
transport properties, such as shear and bulk viscosities,
that are also model parameters). For a single event, snap-
shots of the hydrodynamic expansion obtained using our
hydrodynamic code are depicted in Fig. 1c. Cooling of
the QGP lasts until the confinement crossover is reached,
after which at a fixed switching temperature the fluid is
converted into a gas of QCD resonance states that can
further re-scatter or decay to stable particles. Out of this
process, experiments can only detect final event-by-event
stable particle spectra, typically denoted by:
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where pT is the transverse momentum, ⌘ is the particle
pseudorapidity (⌘ ⌘ � ln tan(✓/2) with ✓ the polar angle
in the (x?, z) plane of Fig. 1a), and the subscript ch in-
dicates that only charged particles are included. We have
conveniently decoupled the spectrum into a distribution
of transverse momenta, pT ⌘ |pT |, which quantifies the
explosiveness of the QGP expansion, and an azimuthal
component developed in Fourier modes, where vn are the
so-called anisotropic flow coe�cients that quantify the
anisotropy of the particle emission.
Experimentally the first step is to sort the collisions in

centrality classes based on the number of particles that
they produce, where 0% centrality corresponds to events
with the highest number of particles at almost zero im-
pact parameter. As a function of centrality one can then
measure among others the distributions of pT and vn
coe�cients for di↵erent particle species (pions, kaons,
protons and more). This generates a wealth of experi-
mental information from which the hydrodynamic model
parameters (here, we have 26 in total) can be inferred.
The central idea of this manuscript is that of promoting
the neutron skin of 208Pb to a model parameter that we
constrain from LHC data.
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FIG. 1. Neutron skin and collective flow in relativistic nu-
clear collisions. a: Two ions collide with impact parame-
ter b = 8 fm. Both ions are Lorentz-contracted by a factor
� ⇡ 2500, and the relevant dynamics hence e↵ectively takes
place in the transverse plane, x? = (x, y). b: The collision
deposits energy in the interaction region depending on the
extent of the neutron skin of the 208Pb nuclei. We consider
�rnp = 0.086 fm (top) and �rnp = 0.384 (bottom). The neu-
tron skin is varied by keeping the half-width neutron radius,
Rn, constant while changing the neutron di↵useness, as dis-
played by the dotted lines (see also Eqn. (2) below). A larger
neutron skin leads to a considerably larger total hadronic
cross section, �tot, and the resulting QGP is in addition more
di↵use and less elliptical. c: We show a single QGP evolving
hydrodynamically and being converted into particles (marked
in the figure with their respective symbols) as it cools, while
expanding both in z and in the transverse plane. The observa-
tion of millions such events leads to characteristic azimuthal
anisotropies in the momentum distribution of the produced
particles, the most important of which is quantified by the
rms value of its second Fourier component, the elliptic flow
v2{2}, which reflects the ellipticity of the QGP.

The interaction process and the subsequent energy de-
positions are then parameterised following some flexible

prescription which can be fine-tuned directly from exper-
imental data. Here we use a TRENTo-type Ansatz for
the energy density of the QGP [17, 18],

e(x?) /
✓
TL(x? � b/2)p + TR(x? + b/2)p

2

◆q/p

, (1)

where L,R denote the two colliding ions, while p and q
are model parameters. As the positions of the partici-
pant nucleons shaping the functions TL,R are sampled in
each collision from the neutron and proton densities in
the ground state of the scattering ions, the energy density
e(x?) is sensitive to their spatial distribution. This can
be seen by eye in the density plot of Fig. 1b, represent-
ing an average energy density over many collisions. The
scenario where the colliding 208Pb nuclei have a narrower
neutron skin leads to a QGP with a sharper profile over
the plane and a higher density peak.
Starting from the initial condition discussed in Fig. 1b,

the QGP then evolves as a relativistic viscous fluid (with
transport properties, such as shear and bulk viscosities,
that are also model parameters). For a single event, snap-
shots of the hydrodynamic expansion obtained using our
hydrodynamic code are depicted in Fig. 1c. Cooling of
the QGP lasts until the confinement crossover is reached,
after which at a fixed switching temperature the fluid is
converted into a gas of QCD resonance states that can
further re-scatter or decay to stable particles. Out of this
process, experiments can only detect final event-by-event
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where pT is the transverse momentum, ⌘ is the particle
pseudorapidity (⌘ ⌘ � ln tan(✓/2) with ✓ the polar angle
in the (x?, z) plane of Fig. 1a), and the subscript ch in-
dicates that only charged particles are included. We have
conveniently decoupled the spectrum into a distribution
of transverse momenta, pT ⌘ |pT |, which quantifies the
explosiveness of the QGP expansion, and an azimuthal
component developed in Fourier modes, where vn are the
so-called anisotropic flow coe�cients that quantify the
anisotropy of the particle emission.
Experimentally the first step is to sort the collisions in

centrality classes based on the number of particles that
they produce, where 0% centrality corresponds to events
with the highest number of particles at almost zero im-
pact parameter. As a function of centrality one can then
measure among others the distributions of pT and vn
coe�cients for di↵erent particle species (pions, kaons,
protons and more). This generates a wealth of experi-
mental information from which the hydrodynamic model
parameters (here, we have 26 in total) can be inferred.
The central idea of this manuscript is that of promoting
the neutron skin of 208Pb to a model parameter that we
constrain from LHC data.

2

(c)
(a)

L
H
C

(b)

z x
y

FIG. 1. Neutron skin and collective flow in relativistic nu-
clear collisions. a: Two ions collide with impact parame-
ter b = 8 fm. Both ions are Lorentz-contracted by a factor
� ⇡ 2500, and the relevant dynamics hence e↵ectively takes
place in the transverse plane, x? = (x, y). b: The collision
deposits energy in the interaction region depending on the
extent of the neutron skin of the 208Pb nuclei. We consider
�rnp = 0.086 fm (top) and �rnp = 0.384 (bottom). The neu-
tron skin is varied by keeping the half-width neutron radius,
Rn, constant while changing the neutron di↵useness, as dis-
played by the dotted lines (see also Eqn. (2) below). A larger
neutron skin leads to a considerably larger total hadronic
cross section, �tot, and the resulting QGP is in addition more
di↵use and less elliptical. c: We show a single QGP evolving
hydrodynamically and being converted into particles (marked
in the figure with their respective symbols) as it cools, while
expanding both in z and in the transverse plane. The observa-
tion of millions such events leads to characteristic azimuthal
anisotropies in the momentum distribution of the produced
particles, the most important of which is quantified by the
rms value of its second Fourier component, the elliptic flow
v2{2}, which reflects the ellipticity of the QGP.

The interaction process and the subsequent energy de-
positions are then parameterised following some flexible

prescription which can be fine-tuned directly from exper-
imental data. Here we use a TRENTo-type Ansatz for
the energy density of the QGP [17, 18],
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where L,R denote the two colliding ions, while p and q
are model parameters. As the positions of the partici-
pant nucleons shaping the functions TL,R are sampled in
each collision from the neutron and proton densities in
the ground state of the scattering ions, the energy density
e(x?) is sensitive to their spatial distribution. This can
be seen by eye in the density plot of Fig. 1b, represent-
ing an average energy density over many collisions. The
scenario where the colliding 208Pb nuclei have a narrower
neutron skin leads to a QGP with a sharper profile over
the plane and a higher density peak.
Starting from the initial condition discussed in Fig. 1b,

the QGP then evolves as a relativistic viscous fluid (with
transport properties, such as shear and bulk viscosities,
that are also model parameters). For a single event, snap-
shots of the hydrodynamic expansion obtained using our
hydrodynamic code are depicted in Fig. 1c. Cooling of
the QGP lasts until the confinement crossover is reached,
after which at a fixed switching temperature the fluid is
converted into a gas of QCD resonance states that can
further re-scatter or decay to stable particles. Out of this
process, experiments can only detect final event-by-event
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where pT is the transverse momentum, ⌘ is the particle
pseudorapidity (⌘ ⌘ � ln tan(✓/2) with ✓ the polar angle
in the (x?, z) plane of Fig. 1a), and the subscript ch in-
dicates that only charged particles are included. We have
conveniently decoupled the spectrum into a distribution
of transverse momenta, pT ⌘ |pT |, which quantifies the
explosiveness of the QGP expansion, and an azimuthal
component developed in Fourier modes, where vn are the
so-called anisotropic flow coe�cients that quantify the
anisotropy of the particle emission.
Experimentally the first step is to sort the collisions in

centrality classes based on the number of particles that
they produce, where 0% centrality corresponds to events
with the highest number of particles at almost zero im-
pact parameter. As a function of centrality one can then
measure among others the distributions of pT and vn
coe�cients for di↵erent particle species (pions, kaons,
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h.ps://home.cern/news/news/physics/thick-skinned-using-
heavy-ion-collisions-lhc-scienGsts-determine-thickness

Large neutron skin  leads to more diffuse and spherical QGP  reduces QGP flow 

✓Bayesian analysis of v2 and  ALICE flow data offers competitive constraints on (Pb)  

✓Relevant for neutron star equation of state…

Δrnp →
⟨pT⟩ Δrnp

https://home.cern/news/news/physics/thick-skinned-using-heavy-ion-collisions-lhc-scientists-determine-thickness
https://home.cern/news/news/physics/thick-skinned-using-heavy-ion-collisions-lhc-scientists-determine-thickness
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● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Transparency of the milky way with ALICE

Novel approach uses ALICE detector as target to measure anti-He3 cross section  

✓Sensitive to dark-matter (DM) interactions → specific DM profile implies transparency ~50%

15

h.ps://home.cern/news/news/physics/alice-esGmates-how-transparent-milky-way-anGma.er 

Measurement of 3He nuclei absorption in matter ALICE Collaboration

uncertainty (statistical and systematic uncertainties added in quadrature).

The second method, employed in the Pb–Pb data analysis at a centre-of-mass energy per nucleon pairp
sNN = 5.02 TeV, measures the disappearance of 3He nuclei in the TRD detector only (TOF-to-TPC

method). The ratio of 3He with TOF information to all 3He candidates is considered as an experimental
observable. Figure 1d shows the momentum-dependent ratio of 3He with a reconstructed TOF hit to
all the 3He candidates extracted from Pb–Pb collisions. As with the first method, this observable is
also evaluated by means of a full-scale MC GEANT4 simulation assuming different sinel(3He) values.
Figure 1f shows the extraction of sinel(3He) and its related uncertainties for one rigidity interval following
the same procedure as the one used in the first method.
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Figure 2: Results for sinel(3He) as a function of 3He momentum. Results obtained from pp collisions at
p

s = 13
TeV (left); results from the 10% most central Pb–Pb collisions at

p
sNN = 5.02 TeV (right). The curves represent

the GEANT4 cross sections corresponding to the effective material probed by the different analyses. The arrow on
the left plot shows the 95% confidence limit on sinel(3He) for hAi= 17.4. The different values of hAi correspond to
the three different effective targets (see the main text for details). All the indicated uncertainties represent standard
deviations.

The final results are shown in Fig. 2. Figure 2 (left) shows the sinel(3He) results from the pp data analysis
with the yellow boxes representing the ±1s uncertainty intervals. In Fig. 2 (right), the histogram with
the magenta error boxes shows sinel(3He) extracted from the Pb–Pb data analysis. The results are shown
as a function of the momentum p at which the inelastic interaction occurs. Due to continuous energy
loss inside the detector material, this momentum is lower than pprimary reconstructed at the primary ver-
tex (Methods). The antibaryon-to-baryon ratio method is applied in the pp data analysis, enabling the
measurement of sinel(3He) down to a low momentum. The copious background makes this method in-
applicable in Pb–Pb collisions below p = 1.5 GeV/c (Methods). The TOF-to-TPC method is unavailable
in this momentum range since 3He nuclei don’t reach the TOF due to the large energy loss and bending
within the magnetic field. On the other hand, for momentum values larger than p = 1.5 GeV/c, the yield
of produced 3He is substantially larger in Pb–Pb collisions, thus leading to higher statistical precision
for this colliding system using the TOF-to-TPC method. The evaluation of systematic uncertainties is
described in Methods. These two independent analysis methods, therefore, provide access to slightly
different momentum ranges and to different hAi values and deliver consistent results in the common
momentum region.

The cross section used by GEANT4 for the average mass number hAi of the material is shown by the
dashed lines in Fig. 2. It is obtained from a Glauber model parameterization [54] of the collisions of
3He with target nuclei in which the antinucleon–nucleon cross section value is taken from measured pp
collisions [56]. Agreement with the experimental sinel(3He) is observed within two standard deviations
in the studied momentum range.
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First measurement of 3He absorption in matter ALICE Collaboration

tuned to match the measurements of protons and light nuclei both outside [69] and within the Solar
System [70–72].

After their production, the 3He nuclei need to travel a distance of several kpc to reach the Earth [40, 57].
During this passage, they might encounter protons or 4He nuclei in the interstellar gas and interact in-
elastically. To model the cross section of this process, we scale the momentum-dependent GEANT4
parametrization of the 3He–p inelastic cross section with the correction factors obtained from our mea-
surements. For the low-momentum range (1.17  p < 1.5 GeV/c) we consider the results from pp
collisions and for the high-momentum range (1.5  p < 10 GeV/c) the results from Pb–Pb collisions.
The correction factors from the ALICE measurements and their uncertainties are parametrized with a
continuous function employing a combination of polynomial and exponential functions. The additional
uncertainty due to scaling with A is estimated to be lower than 8% [48] (Methods). For the extrapolation
to momenta above the measured momentum range, we consider the correction factor corresponding to
the last measured momentum interval (Fig. 2 right). The resulting 3He-p inelastic cross section as a
function of the 3He kinetic energy per nucleon is shown in Fig. 5 in Methods together with the GEANT4
parametrization and the model employed in Ref. [28]. The same procedure is applied to describe the
3He–4He inelastic processes. These scaled inelastic cross sections have been implemented for the first
time in GALPROP.
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Fig. 4: Expected 3He flux near Earth before (left panel) and after (right panel) solar modulation. The latter is
obtained using Force Field with modulation potential f = 400 MV. Upper panels show the fluxes for dark-matter
signal c (in red) and cosmic-ray background (in blue) antihelium nuclei for various cases of inelastic cross section
used in the calculations. Bottom panels show the transparency of our galaxy to the propagation of 3He outside
(left) and inside (right) the Solar System. Shaded areas on the top right panel show the expected sensitivity of the
GAPS [73] and AMS-02 [28] experiments. The top panels also shows the fluxes obtained with sinel(3He) set to
zero. Only the uncertainties relative to the measured sinel(3He) are shown.

The expected 3He flux near Earth after all propagation steps (Methods) with and without the effect of
solar modulations is shown in the right and left panels of Fig. 4, respectively. The solar modulation
is implemented using the Force Field method [67]. The effect of inelastic interactions is demonstrated
showing the full propagation chain once with sinel(3He) set to zero and once with the inelastic cross sec-
tion extracted from the ALICE measurement. Only the uncertainties relative to the measured sinel(3He)
are propagated and presented in Fig. 4. It also shows the expected flux computed considering an alter-
native parametrization for sinel(3He) proposed in Ref. [28] (Methods). The resulting flux obtained with
this parametrization is very similar to the results using sinel(3He) from GEANT4. The inelastic collisions
of 3He with the interstellar gas lead to a significant reduction of the expected flux for both the signal
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ALICE in Run 4
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Forward Calorimeter (FoCal) and wafer-thin cylindrical ITS3 to be installed 

✓ITS3 increases precision for heavy-flavor and electromagnetic probes in large & small systems 

✓FoCal offers deepest explorations of proton/nuclear structure & complimentary to future EIC studies 
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Figure 2. Updated figure 1 from the proposal with increased acceptance for ATLAS and CMS. Possible
measurements with the CMS HGCAL are denoted with dashed gray line, indicating that it is not clear if EM
measurements related to saturation such as the measurement of direct photons can be done with HGCAL
which is optimized for high-energy jets or photons from Higgs decays. The same notation has been used
to indicate the possible direct photon performance for LHCb.

An outline of the physics program for ATLAS and CMS following the aforementioned up-
grades is e.g. given in Ref. [10], where the scope of future prompt photon cross section measure-
ments is addressed explicitly in Sec. 7.1.2: Measurements for photon rapidities of up to 2.37 are
discussed. The authors make clear that the focus of the ATLAS experiment will be measurements
at large transverse energies (⇠400 GeV/c < ET <3.5 TeV/c) to constrain PDFs in this regime. The
focus is therefore on studies at high-Q and high-x, rather than the low-x studies planned for the
FoCal.

V. Q5

Can you summarize briefly what is the unique scientific case of FoCal that cannot be accomplished by the
EIC (or other existing detectors) and explain why?

Many QCD phenomena evolve only logarithmically in (x,Q2), so that comprehensive exploration
of low-x structure of matter requires “logarithmically large” phase space coverage in x. The phase
space coverage in x accessible for FoCal will reach much lower x values than the EIC (x of 10�5

to 10�6 at FoCal versus x of a few times 10�4 at EIC for Q2 = 1 GeV2), both for scattering on
the protons and on heavy ions. This would allow FoCal to probe saturation effects potentially
deep inside the saturation region (for a nuclear wave function), while EIC would be able to probe
saturation chiefly just inside the saturation boundary. Performing measurements at both the EIC
and FoCal would allow us to test universality of the theoretical description of high-energy QCD
based on the dipole formalism of parton saturation. The correct theoretical description of the low-
x structure of matter must self-consistently describe multiple observables in multiple collision
systems. In our view, the definitive discrimination of linear from non-linear evolution, and testing

FoCal Letter of Intent (2020) 
FoCal Physics  (2023) 
FoCal Physics Performance (2023) 
TDR approved

ITS3 Letter of Intent (2019) 
TDR approved

h.ps://home.cern/news/news/experiments/
alice-gets-green-light-new-subdetectors

https://home.cern/news/news/experiments/alice-gets-green-light-new-subdetectors
https://home.cern/news/news/experiments/alice-gets-green-light-new-subdetectors
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Direct photon RpPb 

Compton scattering provides 
clean probe of gluon nPDFs
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Multiple mesons provide additional tests

Different mesons probe different wave functions.  Different size dipoles have cross-
sections that evolve differently with energy
Y’ rates are smaller than J/y, but still allow measurement
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FIG. 1. (color online). Comparison of the correlation func-

tions (corrected for nonuniform detector e�ciency in �; not
corrected for the absolute detection e�ciency) vs. azimuthal

angle di↵erence between forward (2.6 < ⌘ < 4.0) ⇡0
s in p+p,

p+Al, and p+Au collisions at
p
sNN = 200 GeV. Upper panel:

the trigger ⇡0
’s pT (ptrigT ) = 2�2.5 GeV/c and the associ-

ated ⇡0
’s pT (passoT ) = 1�1.5 GeV/c; according to the fit de-

scribed in the text, the area⇥10
3
(width) of the correlation in

p+p, p+Al, and p+Au collisions are 5.67± 0.12 (0.68± 0.01),
4.15±0.24 (0.68±0.03), and 3.30±0.07 (0.64±0.01), respec-
tively. Bottom panel: ptrigT = 2.5�3 GeV/c and passoT = 2�2.5

GeV/c; the area⇥10
3
(width) of the correlation in p+p, p+Al,

and p+Au collisions are 0.18± 0.01 (0.47± 0.03), 0.13± 0.03
(0.51± 0.07), and 0.15± 0.01 (0.45± 0.03), respectively.

The collision events are triggered by the FMS itself,
based on the transverse energy. The FMS board sum trig-
gers [31], which demand that the energy sum in localized
overlapping areas is above particular thresholds, are used
in the analysis. To remove the beam background, the
multiplicity at the Time of Flight detector (|⌘| < 0.9) [32]
is required to be above 2 and the number of tiles firing at
the backward (aluminum and gold going direction) beam
beam counter [33] (BBC, �5.0 < ⌘ < �3.3) is above 0.
The energy and transverse momentum, pT , of the pho-
ton candidates are required to be above 1 GeV and 0.1
GeV/c, respectively. The energy asymmetry of ⇡0’s pho-
ton components |E1�E2

E1+E2
| is required to be under 0.7 to

reduce the combinatoric background which peaks near 1;

this selection is commonly utilized in reconstructing ⇡0s
with the FMS [34, 35]. The selected invariant mass range
of the ⇡0 candidates is between 0.07 and 0.2 GeV/c2.

The correlation function, C(��), is defined as

C(��) = Npair(��)
Ntrig⇥��bin

, where Npair is the yield of the cor-

related trigger and associated ⇡0 pairs, Ntrig is the trigger
⇡0 yield,�� is the azimuthal angle di↵erence between the
trigger ⇡0 and associated ⇡0, and ��bin is the bin width
of �� distribution. In each pair, the trigger ⇡0 is the one
with the higher pT value, ptrigT , and the associated ⇡0 is
the one with the lower pT value, passoT . To remove the
correlation induced by asymmetric detector e↵ects, the
measured correlation functions shown in this Letter are
corrected through dividing them by the correlation func-
tions computed for mixed events. �� distributions of two
⇡0s produced in di↵erent events are extracted from the
� distributions of the trigger ⇡0s and the associated ⇡0s.
The correlation for mixed events is the �� distribution
normalized by Nbin/Nmix

pair , where Nbin is the number of

bins in �� and Nmix
pair is the number of ⇡0 pairs for mixed

events. The correlations are not corrected for the abso-
lute detection e�ciency. The corrected correlation func-
tion is fitted from �� = �⇡/2 to �� = 3⇡/2 with two
individual Gaussians at the near- (�� = 0) and away-
side (�� = ⇡) peak, together with a constant for the
pedestal. The area of the away-side peak is the integral
of the correlation function from �� = ⇡/2 to �� = 3⇡/2
after pedestal subtraction, describing the back-to-back
⇡0 yields per trigger particle; the corresponding width is
defined as the � of the away-side peak according to the
fit.

Figure 1 shows the comparison of C(��) for forward
back-to-back ⇡0 pairs observed in p+p, p+Al, and p+Au
collisions at

p
sNN = 200 GeV. In the upper panel, in the

low-pT regime, a clear suppression is observed in p+A
compared to the p+p data. The back-to-back ⇡0 yields
per trigger in p+Au (p+Al) are suppressed by about a
factor of 1.7 (1.4) with respect to p+p collisions. Larger
suppression in p+Au relative to p+Al at the same colli-
sion energy supports an A dependence of Q2

s as predicted
in references [23, 29]. The suppression decreases with in-
creasing pT of the ⇡0s. From the bottom panel of Fig. 1,
the suppression is found to be weaker compared to the
low-pT range in p+Au collisions. The area, width, and
pedestal in p+p, p+Al, and p+Au collisions with full di-
⇡0 pT combinations can be found in the supplemental
material [37].

The parton momentum fraction x with respect to the
nucleon inside the nucleus is proportional to the pT of
the two ⇡0s; Q can be approximated as the average pT
of the two ⇡0s. Varying the gluon density in x and Q2

can be achieved by changing the pT of the two ⇡0s at for-
ward pseudorapidities. The low x and Q2 regime where
the gluon density is large and expected to be saturated,
can be accessed by probing low-pT ⇡0s; when pT is high,

16 ALICE Collaboration

the ratio of cross sections calculated or measured in p–Pb collisions and pp collisions normalized by
A (i.e. A = 208 for Pb).

While the theoretical framework for calculating inclusive photon and p0 distributions in the dipole frame-
work at NLO is in place, at present there are no predictions available at NLO for experimentally observ-
able distributions. Figure 10 shows such a calculation at LO, using the dipole formalism to predict RpPb
for inclusive p0 and isolated prompt photon production at forward rapidity in pp and p–Pb collisions atp

sNN=8 TeV [65].

Isolation is commonly applied in prompt photon measurements to suppress the contribution of fragmen-
tation processes, enhancing sensitivity to the Compton process which probes the gluon density directly.
In the CGC framework, isolated photon distributions were likewise found to be more sensitive to gluon
saturation effects [62]. However, Fig. 10 shows little sensitivity to the radius R of the isolation cone,
though this feature should be revisited with an NLO calculation. The figure shows marked suppression
due to saturation for both p0 and photons at low pT (labelled kT in the figure), but with strikingly different
pT-dependence. This difference arises [65] because p0s are fragments of jets, with broad variation in the
jet momentum fraction z carried by the p0. The p0 population observed at a given transverse momentum
pT therefore includes contributions from jets with large kT > Qsat in the target, resulting in little nuclear
modification. In contrast, the LO process to generate a photon is the Compton process, in which the pho-
ton pT is largely balanced by an unobserved jet, and it is the momentum imbalance kT which should be
compared to Qsat. The authors caution, however, that this simple picture may be modified substantially
when NLO effects are taken into account.

The calculations in Fig. 10 provide a valuable step towards quantitative prediction of FoCal measure-
ments. They illustrate what can be learned by measuring and comparing inclusive production of both p0

and prompt photons over a broad range in pT, including very low pT, to test and constrain the theoretical
formalism.
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Fig. 11: Left: Nuclear modification factor and uncertainties for isolated photons at h = 4 for
p

sNN = 8.8 TeV
calculated using EPPS16 [52] and nNNPDF2.0 [48] nuclear PDFs, compared to two CGC calculations [65, 69].
Only the PDF uncertainties are shown. Right: Nuclear modification factor RpA for prompt photon production
at

p
sNN = 8 TeV shown for various models using the color dipole approach [70] compared to the CGC [65]

calculation.

Additional predictions for RpPb of isolated photons at h = 4 and its uncertainties are shown in Fig. 11.
The left panel shows calculations using the EPPS16 and nNNPDF2.0 nuclear PDFs in the collinear pQCD
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Bjorken-x reach 2 orders 
magnitude smaller than RHIC

π0 γ π0 UPC vector meson production 

Quarkonia ratios highly sensitive 
to proton saturation

Gluon saturated state precedes QGP formation 
at the LHC? ALICE FoCal has the answer!
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ALICE 3 - a next generation heavy-ion detector
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Compact all-silicon tracker with high-resolution vertex 
detector and extremely low material budget for Run 5 

✓  and pT resolution 1-2% for 0.1 < pT < 100 
GeV/c 

Particle Identification over large acceptance: muons, 
electrons, hadrons, photons 

Operates in continuous readout so designed to 
measure everything!

|η | < 4
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ALICE 3 physics program 
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Key QGP findings from top RHIC energies and the LHC 
✓Evolves as almost perfect fluid that quenches jets 
✓Produces light hadrons in apparent thermal equilibrium 
✓Readily couples with heavy quarks  
✓Indications formed in small systems

arXiv:2211.04384

https://arxiv.org/abs/2211.04384
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Key QGP findings from top RHIC energies and the LHC 
✓Evolves as almost perfect fluid that quenches jets 
✓Produces light hadrons in apparent thermal equilibrium 
✓Readily couples with heavy quarks  
✓Indications formed in small systems

What is ALICE 3 designed to discover and explore? 
✓QGP temperature evolution and when equilibrium achieved 
✓Limits and precision on heavy quark QGP diffusion  
✓Nature of QCD phase transition at μb ~ 0 
✓Exotic hadron production mechanisms and hadronic interactions 
✓Beyond Standard Model searches…

arXiv:2211.04384

arXiv:2211.02491

https://arxiv.org/abs/2211.04384
https://arxiv.org/abs/2211.02491
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Thermal radiation from di-electrons in ALICE 3

Very clean separation of prompt and heavy-flavor electrons 

✓ Extracting QGP temperature directly with di-electrons becomes accessible with high accuracy 

✓ Increasing di-electron  probes earlier times  Evolution of QGP temperaturepT →
20
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where R2 is the resolution of the reconstructed event plane R2 = h(cos2(jEP �y2)i. For small
v2 values, the absolute statistical uncertainty is independent of the value of the elliptic flow and
only depends on the relative statistical uncertainty of the prompt dielectron yield. The expected
vprompt

2 with its statistical uncertainty is shown with open black markers in the right-hand panel
of Fig. 55 as a function of mee for semi-central (30-50%) Pb–Pb collisions at

p
sNN = 5.02 TeV,

assuming an event-plane resolution of 0.9. The absolute values of the elliptic flow are taken
from the calculations in Ref. [123]. The statistical uncertainty is smaller than 0.004 over the full
mee range under consideration.

The prompt contribution from light-flavour hadron decays can be subtracted from vprompt
2 based

on the yield and v2 of the mother mesons from independent measurements and computing the
corresponding vLF

2 of decay electrons with a cocktail method. The elliptic flow of the excess
spectrum is

vexcess
2 =

(1+Nexcess
/NLF)vprompt

2 � vLF
2

Nexcess/NLF , (13)

where Nexcess and NLF are the measured excess yield and calculated dielectron yield from known
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Figure 54: Left: simulated raw spectra of excess e+e� pairs fitted with an exponential function in
the mee range 1.1-1.8 GeV/c2 to extract the early-time temperature Tfit of the medium in central (0-
10%) Pb–Pb collisions at

p
sNN = 5.02 TeV. The green boxes show the systematic uncertainties from

the combinatorial background subtraction and the tracking and electron identification. The magenta
boxes indicate systematic errors related to the subtraction of the light-flavour and heavy-flavour
contributions. Right: extracted Tfit parameter after dielectron efficiency correction compared to the
input Treal (see text) for different selections in pair transverse momentum including the integrated
case (pT,ee < 4 GeV/c). Only statistical errors are shown.
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Figure 54: Left: simulated raw spectra of excess e+e� pairs fitted with an exponential function in
the mee range 1.1-1.8 GeV/c2 to extract the early-time temperature Tfit of the medium in central (0-
10%) Pb–Pb collisions at

p
sNN = 5.02 TeV. The green boxes show the systematic uncertainties from

the combinatorial background subtraction and the tracking and electron identification. The magenta
boxes indicate systematic errors related to the subtraction of the light-flavour and heavy-flavour
contributions. Right: extracted Tfit parameter after dielectron efficiency correction compared to the
input Treal (see text) for different selections in pair transverse momentum including the integrated
case (pT,ee < 4 GeV/c). Only statistical errors are shown.
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to 4% with the ALICE ITS 3 [30] when the thermal dielectron yield is integrated over pT,ee.
Assuming fully correlated systematic uncertainties as a function mee for the background sources,
as it was done in Ref. [30], the total systematic error on T pT,ee>0

fit is expected to be of the order
of 2%. The improvement in statistical accuracy will enable a multi-differential analysis of Tfit as
a function of pT,ee, as shown in the right-hand panel of Fig.54.

3.3.3.2 Azimuthal asymmetry The elliptic flow of dielectrons in different mee and pT,ee
regions provides important information to disentangle dielectron emission at early times of the
collision from those produced later, once the medium already started to cool down.

Following the strategy outlined above, the measured raw signal dielectron spectrum is simulated
in semi-central (30-50%) Pb–Pb collisions at

p
sNN = 5.02 TeV and shown in the left panel of

Fig. 55. For this differential study, an integrated luminosity of 35 nb�1 was considered, corre-
sponding to six years running. Electrons are identified with the outer TOF and RICH detectors
in the rapidity range |he|  1.75 for pT,e � 0.2 GeV/c. The relative contribution of thermal ra-
diation decreases from central to peripheral collisions, and therefore only becomes dominant at
slightly larger invariant mass. The elliptic flow of prompt correlated e+e� pairs can be computed
using the measured dielectron yields in- and out-of-plane, NINP and NOOP, after subtraction of
the residual heavy-flavour background based on the measured DCAee distributions, with the for-
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Figure 53: Simulated raw signal spectra of inclusive dielectrons (left) and excess e+e� pairs after
subtraction of correlated light-hadron and heavy-flavour hadron decays (right) using the outer TOF
and RICH particle identification at mid-rapidity in central (0-10%) Pb–Pb collisions at

p
sNN = 5.02

TeV. The green or empty boxes show the systematic uncertainties from the combinatorial background
subtraction and the tracking and electron identification. The magenta boxes (right) indicate system-
atic errors related to the subtraction of the light-flavour and heavy-flavour contributions. The excess
spectrum is compared to predictions using different r spectral functions (see text) [130–132, 292].
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Figure 29: Left panel: signal to background ratio for D0 in intervals of rapidity as a function of
pT in 0-10% central Pb–Pb collisions. Results are compared to the measurements from ALICE1
and ALICE2 at midrapidity and shown by open marker. Right panel: D0 meson reconstruction
acceptance ⇥ efficiency at midrapidity for ALICE 1, ALICE 2 and ALICE 3.

Particle Mass (GeV/c ) ct (µm) Decay Channel Branching Ratio (%)

W+
cc 3.746 50 (assumed) W0

c +p+ 5.0 (assumed)

W0
c 2.695 80 W�+p+ 5.0 (assumed)

X++
cc 3.621 76 X+

c +p+ 5.0 (assumed)

X+
c 2.468 137 X�+2p+ (2.86±1.27)

X+
c 2.468 137 p+K�+p+ (6.2±3.0)10�3

Table 6: Particles and decay channels used in the reconstruction of the X++
cc and W+

cc analyses using
strangeness tracking. Values from [227]. Where no measurement is available, a branching ratio of
5% is assumed.



Anthony TimminsCPOD 2024

A Large Ion Collider Experiment

2022 pp processing plans and timeline 

13Luciano Musa (CERN) | CERN RRB | 26 October 2022

● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Summary of ALICE endeavors at  ~ 0μB

23

Achievements 

✓Multiple measurements with ALICE show unique QGP behavior   can be 
performed at lower energies to probe the onset of deconfinement.  

✓ALICE data are becoming hugely discriminating for hadronization mechanisms 

Challenges 

✓Lack of multiple experimental signatures for cross-over phase transition 

✓EM probes of QGP properties can be revealing but often background-dominated 

→



Anthony TimminsCPOD 2024

A Large Ion Collider Experiment

2022 pp processing plans and timeline 

13Luciano Musa (CERN) | CERN RRB | 26 October 2022

● Expected integrated luminosity @ 650 kHz inelastic interaction rate (~14/pb ~1.1e12 collisions)

● Calibrations needed for full event reconstruction (pass 1) expected in December 

● During YETS most of EPNs available for reconstruction
○ pass 1 reconstruction on EPN farm (CPU + GPU) takes ~3 months (Jan-Mar)
○ 2 months to tune and validate selections on pass 1 AO2Ds (Feb-Mar) 
○ Skim CTFs with total ~10-3 rejection factor before the end of EYETS (April)

● 2022 pp data will be removed once skimmed with event selections

● In addition, plan to keep ~10% of the same as MB (~1/pb)

Summary of ALICE endeavors at  ~ 0μB

23

Achievements 

✓Multiple measurements with ALICE show unique QGP behavior   can be 
performed at lower energies to probe the onset of deconfinement.  

✓ALICE data are becoming hugely discriminating for hadronization mechanisms 

Challenges 

✓Lack of multiple experimental signatures for cross-over phase transition 

✓EM probes of QGP properties can be revealing but often background-dominated 

→

Opportunities 

✓ALICE 3 ideal detector to test the realization of QGP phase transition 

✓Unprecedented acceptance in momenta and particle identification will test much more e.g. thermalization of 
heavy quarks

7

established value discussed in Section II. It is also inter-
esting to compare the e↵ects on the ⌦ccc production with
those for D

0 and ⇤c . In Fig.4 are shown the variation
of the particle yield for D

0 (black open diamonds with
line), ⇤c (blue triangle with line) and ⌦ccc (orange cir-
cles with line) with respect to the yield obtained with the
previous widths, used in this way as a baseline reference.
This variation is shown as a function of the variation of
hr2chi1/2. We notice that the D0 (and so D

+, D⇤,Ds) and
⇤c yields are almost unchanged in the two extreme cases,
this behaviour can be explained recalling that this two
species provide the majority of the charm hadron produc-
tion; an enlargement or a shrinking of the spatial widths
would normally lead to a larger or a smaller production
respectively, but the imposed charm quark conservation
in conjunction with the constrained coalescence probabil-
ity at zero momentum engender a compensation of the
size change e↵ect. The just mentioned concurrence of
constraints has not a big e↵ect on the ⌦ccc production; in
particular because, in this case, the particle production is
five orders of magnitude smaller than the two aforemen-
tioned particles. As a consequence, the production of this
multi-charmed particle have an impact that is negligible
on the condition about the charm quark conservation. In
this way, the outcome of changing the hadron radius, in
⌦ccc case, is a larger variation of the total production
w.r.t. D

0 and ⇤c ; it can be quantitative described by
an increase of about 60% when the radius is increased of
the 50%, and a reduction of about 80% when the radius
is decreased by 50%. Furthermore we have found for the
⌅++
cc a very similar behaviour like the one shown for the
⌦ccc , we don’t show it in Fig.4.
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FIG. 4: D
0 (black open diamonds with line), ⇤c (blue trian-

gle with line) and ⌦ccc (orange circles with line) yield varia-
tion at variance of hr2chi1/2 variation normalized to the yield
obtained with Wigner function widths present in Table I and
Table II
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Finally assuming that the ⌦ccc production via fragmen-
tation is marginal, due to the very large mass of the
baryons, this result suggests that the observations about
this multi-charm particle production is very sensitive to
the microscopic characteristics of the hadronization pro-
cess and in particular to the wave function. This is partic-
ularly interesting because for charm quark it could be em-
ployed a potential model to compute the ⌦ccc wave func-
tion using the heavy quark free energy from the lQCD.
This would be similar to the J/ , but ⌦ccc production,
having 3 charms, should be even more sensitive to the
wave function. A seminal work in this direction can be
found in [61]. Moreover the production of this multi-
charmed hadrons can be a clearer probe with respect to
other charmed hadrons production, because it is partially
disentangled from the e↵ects of charm number conserva-
tion constraint.

V. PRODUCTION EVOLUTION WITH
COLLISION SYSTEM:PB-PB, KR-KR, AR-AR,

O-O

In this section, we want to examine the e↵ect on the
production caused by the specifics of parton distribu-
tions in di↵erent collision systems. We have employed
the model set for PbPb collision system in some other
collision system, in particular in KrKr , ArAr and OO .
As discussed in Sec. III the fireball parameters are sum-
marised in in Table III and the charm dNc/dy scales with
the TAA thickness function.
As in the case of PbPb collisions, we start from FONLL
pT distribution that evolves in a QGP medium described
by a relativistic Boltzmann approach. The di↵erences in


