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Availability and Reliability Reports
ALICE_CE(Jobs Running) x ALICE_VOBOX x AliEn::SE(tests)



Job Summary

• CEs
• LBL-HPCS – OK

• ORNL – OK
• Old and new clusters fully merged

• Total current ORNL capacity satisfies the half 
of the US pledge (keeping the old nodes)

• Lawrencium – Back and doing great

• Perlmutter – OK
• Switched to the priority queue

• LBL_AFP - OK



CPU Efficiency
Target Efficiency is… no such thing anymore…



CPU 
Obligations kHS06

ALICE-USA 100.9

LBNL HPCS T2 50.45

ORNL T2 50.45

T2 Site Monalisa (khr) WLCG (khr) %diff 

HPCS_Lr 8004.00 12050.00 24.26

LBNL 1123.00

ORNL 2678.00 3490.00 23.27

Total 11,805.00 15,540.00 24.03 

T2 Site
and HPCS_Lr 

CPU/Core
[HS06/Core] 

ALICE-USA 
Obligation

[MHS06 x hr] 

CPU Delivered
[MHS23 x hr]
(ML reporter) 

CPU Delivered
[MHS23 x hr]

(WLCG reporter) 

Delivered per 
Obligation [%]
(ML reported) 

Delivered per 
Obligation [%]

(WLCG reported) 

HPCS_Lr 12.0
24.22 

96.05
144.60

396.6
597.1

LBNL 16.7 18.75 77.4

ORNL 11.5 37.08 30.80 40.14 83.1 108.2

Total 61.30 145.60 184.74 237.53% 301.38%



Network Traffic at LBL and ORNL





EOS: Success Ratio

• ORNL extremely well performant
• The LBL health metrics is a mixture of SE being down a lot and a low accessibility that we get

• There is a suspicion that the crawler does not quite test the random sample… 
• I am trying to see what can be found out



Last Month

This month

Site Status Dashboard
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