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First Assessment of ENDF/B-VIII and
EPICS Atomic Data Libraries

Min Cheol Han, Maria Grazia Pia , Paolo Saracco , and Tullio Basaglia

Abstract— This paper reports an extensive assessment of
widely used evaluated atomic data libraries released in
ENDF/B-VIII.0 and in EPICS2017 in early 2018. The new
versions are intended to replace the data libraries currently
used by major Monte Carlo particle transport codes to model
electron and photon interactions with matter, which date back to
the 1990s. The evaluation is performed from a user perspective
and concerns various characteristics of the data, including their
intrinsic consistency, the differences across their various for-
mats and distribution sources, and the effects on computational
performance associated with their use. The results of the tests
demonstrate the impact of using the new data libraries in a Monte
Carlo simulation environment and highlight some opportunities
for improvement in future versions.

Index Terms— Cross sections, Monte Carlo, quality assessment,
radiation transport modeling, simulation.

I. INTRODUCTION

EVALUATED data libraries are an essential instrument in
Monte Carlo particle transport and in various physics

and engineering applications, where reliable modeling and fast
computation of particle interactions with matter are required.
They consist of tabulations of relevant physics quantities,
such as cross sections, secondary particle spectra, nuclear
and atomic parameters, which derive from the evaluation of
the available body of knowledge of theoretical computations,
experimental measurements, or both, to distill reliable refer-
ences for computational physics applications.

Among the data libraries most commonly used in nuclear
applications are BROND (Russian Evaluated Neutron Data
Library) [1], CENDL (Chinese Evaluated Nuclear Data
Library) [2], ENDF/B (Evaluated Nuclear Data File) [3],
JEFF (Joint Evaluated Fission and Fusion File) [4] and
JENDL (Japanese Evaluated Nuclear Data Library) [5]. Due
to the complexity of the evaluation process, major releases of
these data libraries, which encompass significant evolutions
in their content, are not frequent; for instance, the last major
releases of ENDF/B occurred in 1990 (ENDF/B-VI [6]), 2006
(ENDF/B-VII [7]) and 2018 (ENDF/B-VIII [3]).
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From a user perspective, a careful assessment of the impact
of changes and of new features is needed before a new
version of the data libraries is adopted for production in an
experimental application environment. This paper documents
an extensive assessment of content features and computa-
tional performance of the atomic data libraries included in
ENDF/B-VIII, released on February 2, 2018. It also shows
their relationship with the release of the same libraries by
IAEA as EPICS2017 [9]–[11] in January 2018, and appraises
the evolution of the data with respect to the previous versions,
which are currently used by several general purpose Monte
Carlo transport codes. Given the short lapse of time since the
release of ENDF/B-VIII and EPICS2017, to the best of our
knowledge, this paper documents the first assessment, from a
user perspective, of the new atomic data libraries available to
the experimental community.

This evaluation is intended to document some relevant
issues concerning the use of the new version of these data
libraries in Monte Carlo simulation applications and to provide
helpful feedback for their future improvement. The verification
process conforms to [8]. Due to its intrinsic complexity,
the validation of the physics content of these data libraries
is documented in detail in dedicated papers.

II. DATA LIBRARIES FOR ELECTRON–PHOTON

TRANSPORT

A set of evaluated data libraries relevant to electron–
photon transport in matter was created by the Lawrence Liver-
more National Laboratory (LLNL). This collection, originally
known as the electromagnetic component of the “Livermore
Library,” encompasses three libraries: the Evaluated Atomic
Data Library (EADL) [12], containing atomic parameters,
the Evaluated Electron Data Library (EEDL) [13] and the
Evaluated Photon Data Library (EPDL) [14], containing cross
section data and related physical quantities pertinent to elec-
tron and photon interactions with atoms. The International
Atomic Energy Agency (IAEA) has taken over their distri-
bution since 2014, releasing the collection under the name of
Electron Photon Interaction Cross Sections (EPICS) [15].

The three libraries are available in two formats:
ENDF-6 [16] and ENDL [17]. The data components differ
across the two formats; with few exceptions, the libraries
released in ENDL format contain a larger number of physics
components. The content of the three data libraries available in
either format is summarized in Tables I–III; as documentation
of the physics data available in either format is not easily

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/

and what is behind it… https://www.ge.infn.it/geant4/papers/index.html

which is partly related to 
although my activity in this domain 
started even before GEANT 3 was born
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INFN is a very productive 
scientific organization!

I am here thanks to the support of my institute: INFN

Source: Web of Science, Clarivate Analytics

NOT scaled by
• population 
• GDP
• expenditure for research

out of water
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EADL (atomic)
EEDL (electron)
EPDL (photon)

Originally released by LLL/LLNL 
Released in ENDF/B since version VI.8
Released by IAEA as EPICS since 2014

Conventional designation for atomic parameters and relaxation

interaction cross sections

Evaluated?

EADL, EEDL: 1991, EPDL: 1997

EEDL and EPDL are 
tabulations of theoretical calculations
The origin of EADL data is only partially known
• theoretical (Scofield’s and Chen’s transition rates)
• semi-empirical (EPICS 2017 e- binding energies)
• undocumented (several parameters)

Besides EADL, EEDL, EPDL, several compilations/tabulations of 
electromagnetic parameters and cross sections are available

QED: precision 
calculations are feasible!

Maria Grazia Pia, INFN Genova



Mozart effect in Monte Carlo simulation
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Electron-photon interaction modelling based 
on EADL/EEDL/EPDL started in RD44, 
was first released in Geant4 in 1999
Same approach later adopted for p/ion ionisation, PIXE

• neglecting the intrinsic limitations of EADL/EEDL/EPDL (IPA and IA)
• overlooking the necessary [hard] work: validation tests
• forgetting the quest for state-of-the-art modelling in Monte Carlo transport

Initially ostracized by Geant4 more 
“conservative” electromagnetic folks,
then widely adopted by EGS, FLUKA, 
Geant4, MCNP, Penelope, PHITS…

Electromagnetic physics modelling based on EADL/EEDL/EPDL 
has been the key for the success of Geant4 outside the application domain 

it was originally addressed to (LHC experiments)
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Fraction of publications 
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Not only EADL/EEDL/EPDL…
Several compilations of atomic parameters
‒ atomic binding energies by Bearden-Burr, Carlson (used by Penelope), 

Williams (X-ray Booklet), Larkins et al. (ToI) etc. 
‒ Biggs et al. Hartree-Fock Compton profiles (used by several MC codes)
‒NIST ionisation energies
‒ etc.

Tabulations of interaction cross sections
‒Kissel’s RTAB (photon elastic scattering)
‒ ELSEPA: e+ and e- elastic scattering (Salvat-Jablonski-Powell)
‒ Brennan and Cowan tables for X-ray calculations
‒ Brunetti et al. library for X-ray–matter interaction cross sections
‒ etc.

Parameterisations of semi-empirical evaluations
‒ e.g. Biggs-Lighthill (used by Geant4 standard electromagnetic package)

6Maria Grazia Pia, INFN Genova
Which data represent the state of the art?
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Caravaggio, 
Incredulità di san Tommaso

“The cross-section values produced by the LLNL […] 
are thought to be the most up-to-date and accurate

coefficients available”

2722 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 47, NO. 6, DECEMBER 2000

Comparative Evaluation of Photon Cross-Section
Libraries for Materials of Interest in PET

Monte Carlo Simulations
Habib Zaidi

Abstract—The many applications of Monte Carlo modeling
in nuclear medicine imaging make it desirable to increase
the accuracy and computational speed of Monte Carlo codes.
The accuracy of Monte Carlo simulations strongly depends
on the accuracy in the probability functions and, thus, on the
cross-section libraries used for photon-transport calculations.
A comparison between different photon cross-section libraries
and parameterizations implemented in Monte Carlo simulation
packages developed for positron emission tomography and the
most recent Evaluated Photon Data Library (EPDL97) developed
by the Lawrence Livermore National Laboratory, Livermore, CA,
was performed for several human tissues and common detector
materials for energies from 1 keV to 1 MeV. Different photon
cross-section libraries and parameterizations show quite large
variations when compared to the EPDL97 coefficients. This latter
library is the more up-to-date complete and consistent library
available, and was carefully designed in the form of look-up
tables providing efficient data storage, access, and management.
EPDL97 is already a standard in the nuclear reactor industry. Its
use as a standard in the simulation of medical imaging systems
will help to eliminate potential differences between the results
obtained with different codes. Together with the optimization of
the computing time performances of the Monte Carlo software
package, Eidolon, photon transport in three-dimensional (3-D)
positron emission tomography could be efficiently modeled to
develop accurate scatter models and better understand scatter
correction techniques.

Index Terms—Monte Carlo, Photon cross-section library,
Photon transport, positron emission tomography (PET).

I. INTRODUCTION

THE Monte Carlo method is widely used for solving prob-
lems involving statistical processes. In particular, it is em-

ployed in the modeling of nuclear medical imaging systems,
due to the stochastic nature of radiation emission and transport,
and of detection processes. The method is very useful for com-
plex problems that cannot be modeled analytically or when ex-
perimental measurements may be impractical. Also, simulation
yields “perfect knowledge” of photon histories. In comparison,
there is no definitive way to distinguish small-angle-scattered

Manuscript received December 13, 1999; revised June 12, 2000 and
September 18, 2000. This work was supported by the Swiss Federal Office for
Education and Science under Grant 96.193 within the European Esprit LTR
Project PARAPET (EP23493).
The author is with the Division of Nuclear Medicine, Geneva University Hos-

pital, CH-1211 Geneva 14, Switzerland.
Publisher Item Identifier S 0018-9499(00)11047-0.

from unscattered events based only on experimental data. As
an example, Monte Carlo modeling allows a detailed investiga-
tion of the spatial and energy distributions of Compton scatter,
which is difficult to measure using present experimental tech-
niques, even with very good energy resolution detectors [1].
The lack of inherent error estimates and relatively slow con-

vergence is a well-known limitation of the Monte Carlo tech-
nique. AccurateMonte Carlo simulations rely on detailed under-
standing and modeling of radiation transport and on the avail-
ability of reliable physically consistent databases [2]. As dis-
cussed and historically reviewed in some detail by Hubbell [3],
there exist many compilations of photon cross-section data. The
discrepancies and envelope of uncertainty of available interac-
tion data have been examined from time to time, including the
effects of molecular and ionic chemical binding, particularly in
the vicinity of absorption edges.
The Lawrence Livermore National Laboratory (LLNL),

Livermore, CA, houses the world’s most extensive nuclear
and atomic cross section database, which parameterizes the
interactions of photons, electrons/positrons, neutrons, protons,
and other heavy-charged particles. A key feature of the LLNL
database is that it is the only exhaustive interaction cross section
compilation available. A comparison between an up-to-date
source of cross-section data developed by LLNL in collabora-
tion with the National Institute of Standards and Technology
(NIST), the Evaluated Photon Data Library (EPDL97) [4] with
other more familiar photon interaction databases, XCOM [5]
and PHOTX [6], and parameterizations implemented in Monte
Carlo packages, GEANT [7] and PETSIM [8] in the interval
from 1 to 1000 keV was performed for some human tissues and
detector materials of interest in positron emission tomography
(PET) imaging.
Although XCOM, PHOTX, and EPDL97 are treated in this

paper as independent databases, it is recognized that they are
more or less closely related. In particular, XCOM and PHOTX
were both produced at NIST and EPDL97 as a result of a long
and fruitful collaboration between LLNL and NIST. However,
significant differences between the different libraries were re-
ported for low energies [4] and the cross-section data are sensi-
tive to the type of interpolation used for intermediate energies.
The EPDL97 library was customized and integrated in our sim-
ulation environment significantly improving the efficiency of
the EidolonMonte Carlo simulation package in modeling cylin-
drical three-dimensional (3-D) positron tomographs [9].

0018–9499/00$10.00 © 2000 IEEE

“…data that I used to produce what I judge to be the 
BEST binding energies to use in EPICS2017”
D. E. Cullen, A survey of Atomic Binding energies for use in EPICS 2017, 
IAEA-NDS-224, Sep. 2017

Comparison of theoretical calculations, 
not validation!

Do EADL/EEDL/EPDL reflect the state of the art?

Only a small fraction of EADL, EEDL and EPDL data has been 
directly validated with respect to measurements

Maria Grazia Pia, INFN Genova

State of the art: the best one can do, given the body of knowledge

Some indirect validation through complex experimental observables 
(e.g. measurements of energy deposition resulting from several physics processes + MC modelling)



Validation method
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Comparison of physics observable 
resulting from each physics model 
with experimental measurements

Goodness-of-fit tests
c2

Anderson-Darling 
Cramer-von Mises

Kolmogorov-Smirnov

Comparison of the
capability of physics models 

to reproduce experiment
rejection of the null hypothesis 

in the set of test cases

Analysis of contingency tables 
c2

Fisher exact test
Barnard (Boschloo, Suissa-Shuster)

McNemar test

Objective identification 
of the state of the art 

to model the observable

A. Lechner, M. G. Pia, M. Sudhakar, Validation of Geant4 low energy electromagnetic processes against precision 
measurements of electron energy deposit, IEEE Trans. Nucl. Sci., vol. 56, no. 2, pp. 398-416, 2009

Applied both to direct validation tests and to the validation of complex simulated observables
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New is always better
sometimes

M. C. Han et al., “Validation of Cross Sections for Monte Carlo Simulation of the Photoelectric 
Effect”, IEEE Trans. Nucl. Sci., vol. 63, no. 2, pp. 1117–1146, 2016

Scofield (1973) photoelectric cross sections exhibit significantly 
better compatibility with experiment than more recent relativistic 
calculations by Chantler (2000, available at NIST web site) and 

Brennan-Cowan data (1992, popular in photon science)

K shell: no significant difference in compatibility with experiment is observed 
between EEDL (1991) and Bote-Salvat (2008-2014) distorted-wave calculations

L1,2,3 subshells: univocal conclusions limited by scarcity of experimental data

T. Basaglia et al., “Validation of Shell Ionization Cross Sections for Monte Carlo Electron 
Transport”, IEEE Trans. Nucl. Sci., vol. 65, no. 8, pp. 2279–2302, 2018.

Electron impact ionisation cross sections, inner shells  



Old wine tastes better (sometimes)
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BATIČ et al.: PHOTON ELASTIC SCATTERING SIMULATION: VALIDATION AND IMPROVEMENTS TO GEANT4 1651

TABLE VII
DIFFERENTIAL CROSS SECTIONS: P-VALUES RESULTING FROM THE TEST, DATA SAMPLE ABOVE 90

TABLE VIII
TEST OUTCOME: TEST CASES COMPATIBLE WITH EXPERIMENT AT 0.01 SIGNIFICANCE LEVEL

TABLE IX
TEST OUTCOME, EXCLUDING DATA SENSITIVE TO K AND L SHELL EFFECTS: TEST CASES COMPATIBLE WITH EXPERIMENT AT 0.01 SIGNIFICANCE LEVEL

has been previously noted [109], [176] that the use of rela-
tivistic wavefunctions in the calculation of form factors often
produces less accurate results than use of nonrelativistic wave-
functions, although—to the best of our knowledge—the rela-
tive efficiency of these two calculation methods at reproducing
experimental data has not been yet quantified with statistical
methods.

The Penelope 2001 model is less accurate than more recent
versions of the code.
The inclusion of anomalous scattering factors in the calcula-

tions based on EPDL97 does not contribute to improve compat-
ibility with experiment, while accounting for anomalous scat-
tering improves the compatibility with experiment of calcula-
tions exploiting relativistic and modified form factors.

BATIČ et al.: PHOTON ELASTIC SCATTERING SIMULATION: VALIDATION AND IMPROVEMENTS TO GEANT4 1645

Fig. 2. Differential cross section as a function of scattering angle for representative energies and target elements: experimental measurements (black circles),
calculations based on S-matrix (SM, black empty squares) and on EPDL (red circles). The S-matrix calculations account for Rayleigh scattering and nuclear
Thomson scattering; S-matrix calculations limited to the Rayleigh scattering amplitude are shown as a blue dashed line. The sources of experimental data are
documented in Tables III and IV.

elastic scatteringmeasurements alongwith the values calculated
by representative simulation models for the same energy and
scattering angle settings.
Experimental differential cross sections are the result of all

the physics processes that contribute to photon elastic scattering,
while the simulation models evaluated in this paper account for
the Rayleigh scattering amplitude only or, in the case of the
model based on S-matrix calculations, for the sum of Rayleigh
and Thomson scattering amplitudes. This feature is evident in
Fig. 3, which includes some of the higher energy measurements
in the experimental data sample: other processes, such as Del-
brück scattering, should be taken into account in the simulation,

along with Rayleigh scattering, to model photon elastic scat-
tering accurately at higher energies. The plots also expose some
characteristics of the experimental data: systematic effects af-
fecting some of the measurements, and the presence of outliers
in the experimental sample.
The distributions in Figs. 4 and 5 illustrate the difference be-

tween calculated and measured differential cross sections, for
a few representative models: two options based on the form
factor approximation, respectively using the form factors tab-
ulated in EPDL97 and modified form factors with anomalous
scattering factors, and themodel based on S-matrix calculations.
Fig. 4 shows the relative difference between simulated and ex-

S-matrix calculations based on RTAB (2000) exhibit significantly better 
compatibility with experiment than EPDL (1997) approach based on form factor approximation

M. Batič, et al., “Photon elastic scattering simulation: Validation and improvements to Geant4”,
IEEE Trans. Nucl. Sci., vol. 59, no. 4, pp. 1636–1664, 2012.

e.g. photon elastic scattering differential cross sections 

Deutsch-Märk total electron ionisation cross sections (2005) exhibit 
significantly better compatibility with experiment than EEDL (1991) at low energies (< 1 keV)

H. Seo et al., “Ionization cross sections for low energy electron transport”,
IEEE Trans. Nucl. Sci., vol. 58, no. 6, pp. 3219–3245, 2011.

AKA “it has been around for a long time, it must be right” 
AKA “all MC codes use it, it must be right”  



(negative) Improvements
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PIA et al.: EVALUATION OF ATOMIC ELECTRON BINDING ENERGIES FOR MONTE CARLO PARTICLE TRANSPORT 3263

Fig. 37. transition, difference between X-ray energies calculated from
binding energies and experimental data from [64] versus atomic number:
binding energies from G4AtomicShells (red circles), from Carlson (blue
squares) and Williams (black triangles).

Fig. 38. transition, difference between X-ray energies calculated from
binding energies and experimental data from [64]: binding energies from
G4AtomicShells (red shaded histogram), Carlson (blue solid line histogram)
and Williams (black dashed line histogram).

G4AtomicShells binding energies and the experimental data
of Deslattes et al. [64], along with X-ray energies calculated
from Carlson’s and Williams’ compilations: the X-ray energies
based on G4AtomicShells exhibit some systematic shifts with
respect to the experimental data, while the X-ray energies
based on Carlson’s and Williams’ compilations do not appear
affected by such systematic discrepancies with measurements.
The systematic effect is so large, that statistical tests appear
redundant to identify its occurrence.

IX. COMMENTS ABOUT BASIC ASSUMPTIONS IN MONTE

CARLO PARTICLE TRANSPORT

It is worthwhile to remind the reader that, as stated in
Section III, the study documented in this paper is driven by
the pragmatic objective of identifying one or more optimal
options, among the atomic binding energy compilations used by
general-purpose Monte Carlo systems for particle transport, for

use in experimental applications of these codes. The purpose
of this paper is not to accurately describe the electronic energy
levels in materials in general terms, but only in terms that are
consistent with, and usable in the transport scheme adopted by
current general purpose Monte Carlo systems. Evaluations of
molecular binding or crystal lattice effects are not within the
scope of this paper.

As it is highlighted in the title, this paper deals with atomic
electron binding energies. This subject of investigation is con-
sistent with the assumption governing particle transport in all
general purpose Monte Carlo codes: particles are assumed to
interact with free atoms of the medium. This condition is as-
sumed to be satisfied in the whole course of the simulation, also
when interactions with crystals are concerned. A consequence
of this assumption is that the models of electromagnetic pro-
cesses encompassed in general purpose Monte Carlo codes and
the physics parameters involved in their formulation, such as
electron binding energies, pertain to the atomic domain.

In general purpose Monte Carlo systems this discrete trans-
port scheme is complemented by the calculation of continuous
energy loss, concerning charged particle interactions affected by
infrared divergence. Continuous energy losses are due to soft
interactions with the atomic electrons (excitation and ionization
loss) and to the emission of soft Bremsstrahlung photons. Pa-
rameters pertaining to compounds, such as mean ionization po-
tentials and stopping powers, appear in condensed transport cal-
culations; however, for the very nature of the condensed trans-
port scheme, electron energy levels are not directly involved.
Moreover, in Monte Carlo codes the material parameters in-
volved in these calculations are usually derived from published
reference tabulations, rather than calculated on-the-fly in the
course of the simulation execution.

In the independent atom scheme adopted by general purpose
Monte Carlo codes, models describing particle interactions
with the medium are extended to molecules by means of the
additivity approximation, which consists of approximating the
molecular cross section for a process by the sum of the atomic
cross sections of all the atoms in the molecule. The adoption of
this scheme affects the whole formulation of electromagnetic
processes in Monte Carlo transport codes: not only the calcula-
tion of cross sections, but also the generation of the associated
final state.

The conceptual assumptions in particle transport determine
the level of detail to which material properties are described in
the simulation. This scheme, where discrete electromagnetic in-
teractions of particles are assumed to occur only with atoms,
involves atomic parameters only. In other words, only atomic
electron binding energies are currently used, and are usable,
in general purpose Monte Carlo systems for particle transport,
while molecular binding energies do not appear in any imple-
mentation of physics models in these codes, nor could be usable
in current systems.

For these reasons, the analysis documented in this paper is
focused on the optimization of atomic electron binding ener-
gies, while it is not concerned with electronic energy levels in
materials in more general terms. In this respect, it is not im-
portant to observe that, for instance, the ionization energy of
atomic nitrogen is 14.5341 eV [25], while that of molecular

“Improved” Geant4 electron binding 
energies mix values from Carlson 

and Williams compilations, based on 
different reference levels (vacuum 

level and Fermi level, respectively)
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TABLE VII
EFFICIENCY BELOW 1 KEV OF TOTAL CROSS SECTION MODELS WITH

EXTENDED COVERAGE

Fig. 25. Total photoionization cross section for helium as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

One observes some small differences in Table IV regard-
ing the efficiencies of cross section compilations derived from
Scofield’s 1973 calculations. They are due to differences in
the granularity of the energy grid at which cross sections are
tabulated, which affects the precision of interpolation.

Only EPDL and Biggs-Lighthill’s parameterization cover the
whole energy range corresponding to the experimental data
sample, including energies below 1 keV; their efficiencies are
reported in Table VII for a series of low energy intervals. All
models exhibit low efficiencies below approximately 100 eV;
above this energy the efficiencies of cross sections based on
EPDL and on the original Biggs-Lighthill’s parameterization
appear quite stable (compatible with statistical uncertainties)
and similar, although EPDL ones are always larger.

The modified coefficients of Biggs and Lighthill’s parame-
terization implemented in Geant4 do not appear to improve the
compatibility with experiment of the calculated cross sections;
discrepancies with respect to experimental data are qualitatively
visible in Figs. 1 and 25–28. Cross sections calculated with the
original coefficients appear unable to reproduce experimental
data consistently in the very low energy range, below a few tens
of eV: a few examples are shown in Figs. 29–32.

Fig. 26. Total photoionization cross section for oxygen as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

Fig. 27. Total photoionization cross section for neon as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

Fig. 28. Total photoionization cross section for argon as a function of photon
energy, above 100 eV: original and modified Biggs-Lighthill parameterizations
exhibit different behavior with respect to experimental data.

Geant4 “improved” Biggs-Lighthill
parameterisation coefficients of 
photoelectric cross sections result in 
worse compatibility with experiment 
than the original (1987) values



Food for thought
Software engineering

Version control
Configuration management
Consistent distribution
‒ unique source + mirrors?

Release process (documented)
Test process (documented)
Suitable format for physics needs
Documentation

Physics
State of the art
Validation
‒ Sound epistemology, statistical tools, data

Uncertainty quantification
Multiple physics options?
More extensive set of atomic 
parameters
Protons, ions
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International cooperation is necessary to address the wide and 
complex needs of atomic data for Monte Carlo simulation (i.e. for 
nearly all basic and applied experimental nuclear/particle physics)
We would like to see some concrete steps to improve the current situation 

Our expertise can be a valuable contribution to common efforts

consistency!


