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ABSTRACT
Heavy-ion stopping in foam targets with subcell-scale hydro motions was numerically investigated in relation to ion-driven warm dense matter experiments. To simulate porous foam targets, we employed a simple 1D periodic multilayer model consisting of thin solid slabs and gaps between them. The averaged pore diameter and cell-wall thickness of the foam were represented by the gap width between the slabs and the slab thickness, respectively. The density- and temperature-dependent projectile stopping cross sections were evaluated using a binary encounter model taking into account the electronic state of target atoms during heating and expansion. We employed a combination of 11Na projectiles and subrange 13Al foam targets with solid. The hydrodynamic motion of the target was calculated with a 1D code. During homogenization, hot dense spots appeared at the original gap positions, owing to stagnation of the jets. As a result, even after the pores were filled with blow-off materials, the initial inhomogeneity was not completely smeared out, and the total energy loss was still not equal to that in the homogeneous equivalent, especially for large pore sizes.
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1. Introduction

It is known that heavy-ion stopping is enhanced when the target is highly ionized[1]. Similar effects are observed not only for ionization but also for other changes of electronic state in the target. Mass stopping power can change even by liquid-gas transitions; Generally, gas phase shows higher stopping cross sections than condensed phase[2].
Low density foams are widely used as targets for inertial fusion experiments. By using foams, target density and size can be independently controlled in accordance with the purpose of the experiment. From a microscopic point of view, a foam is a complex heterogeneous mixture of solid and vacuum (or gas). Such a microstructure changes with hydrodynamic motion including melting and evaporation of solid phase during heating. The projectile stopping is due to the solid phase of the target when the irradiation starts. After the start of hydro motion of the small pore structure, a mixture of solid and its vapor with different temperature, density, ionization and excitation is responsible to the projectile energy loss. Thus, the change of the projectile stopping power in foams during heating can be very complex[3]. However, in designing beam parameters of ion-driven warm dense matter (WDM) experiments with low-density foam targets[4], the foams are usually regarded as homogeneous media, and the mass stopping power is assumed to be equal to that of homogeneous room-temperature materials. For more detailed design of the experimental setup, the initial inhomogeneous porous structure of the foam target should be taken into account.
In this paper we present results of numerical study on the heavy-ion stopping in foam targets with subcell-scale hydro motions induced by the energy deposition of incident ions themselves. Calculation of the projectile energy loss taking into account the target temperature- and density dependence is briefly introduced. The results on the energy loss profile are compared with those for the homogeneous equivalent target in consideration of the density- and temperature distribution during irradiation.


2. Method of calculation

To simulate a porous foam target, we employed a simple 1D periodic multilayer model consisting of thin solid slabs and gaps between them. This model is illustrated in Fig. 1. The averaged pore diameter and cell-wall thickness of the foam were represented by the gap width between the slabs and the slab thickness, respectively. Residual gases in the pores were simulated by dilute (= 103solid) vapor of the wall material. Note that the present method has a limitation that the multidimensional mixing due to hydrodynamic instability cannot be treated, and therefore homogenization is underestimated. Thus, in this paper, only the upper limit of the above effect can be discussed.

< Figure 1 should be here. >

In this work, changes of stopping cross section due to changes in atomic size (Wigner-Seitz radius), excitation, and ionization due to changes in the target condition during heating and expansion must be taken into account in the calculation. To assess the target condition, we used the phase space density distribution of electrons in the target atoms evaluated by a finite-temperature Thomas-Fermi model with given Wigner-Seitz radii corresponding to given atomic densities. A simple binary encounter model[5] was employed to calculate the total electronic stopping cross section Se by integrating the energy transfer from the projectile to each target electron. The projectile charge was evaluated using a simple Thomas-Fermi scaling[6]. The total cross section S was obtained as S = Se + Sn, where Sn denotes the nuclear stopping cross section[7].
We tested a combination of 11Na projectiles and subrange 13Al foam targets with = 0.05solid. The incident projectile energy was adjusted so that the Bragg peak could be at the center of the target[4]. For this adjustment, as has been done in previous studies, the stopping power data for room-temperature solid-density Al was used. The hydrodynamic motion of the multilayer target was calculated with a 1D computer code MULTI[8]. We assumed that the targets are irradiated by a pulsed beam with a temporal flux profile (t) = 0sin2(t/) (0 < t < , otherwise (t) = 0). The pulse duration  and the peak flux 0 are 2 ns and 4 GW/mm2, respectively. It follows that the total energy deposition 0/2 is 4 J/mm2.


3. Results and discussion

1) Temperature- and density-dependent ion stopping

Figure 2(a) shows the stopping cross section calculated for solid density targets as a function of the projectile energy for different temperatures. Even if the target is heated up to 10 eV, we see practically no change of the Bragg curve. In this figure, well-established data[9] for solid-density room-temperature Al target are plotted for comparison. The shape of the calculated curves including the Bragg peak agrees well with that of the previous data.
Figure 2(b) shows the results for  = 0.03solid targets. The stopping cross section increases with the target temperature, especially at low projectile energies. Also the Bragg-peak position shifts slightly toward the low energy. This result is explained by the increase of the low velocity portion of the bound electrons due to excitation. At higher temperatures, a small bump appears in the low velocity region corresponding to the thermal speed of electrons. This bump is attributed to the enhanced stopping by free electrons which has been observed in highly ionized plasma targets[1]. The data of stopping cross sections calculated for 0.025 eV  kT  10 eV and 104solid    10solid were embedded in the hydrodynamics code.

< Figure 2 should be here. >

2) Determination of the target mass thickness

From the curve for kT = 0.025 eV in Fig. 2(a), by ignoring the temperature- and density dependence of the stopping cross section, we determined an appropriate combination of target mass thickness and incident projectile energy to achieve an energy deposition profile with a given required homogeneity. The procedure is shown in Fig. 3. We assumed that the limit of acceptable inhomogeneity is ±2.5%. In this case the incident energy Ein and the exit energy Eout are automatically determined to be 1.01 MeV/u and 0.29 MeV/u, respectively. The corresponding energy deposition in the target is E  Ein − Eout = 16.5 MeV, which is 71% of the incident projectile energy. By integrating 1/S from Ein to Eout, the target areal thickness was determined to be 3.72 × 1019 cm−2, which corresponds to 123 μm for the = 0.05solid Al target.

< Figure 3 should be here. >

3) Target hydrodynamics and the projectile stopping

Figure 4(a) and (b) show streak images of the density- and the temperature profiles for the foam target with 7 layers. The wall thickness d and the gap between adjacent walls D are 0.9 m and 20 m, respectively. The results for a homogeneous target with the same macroscopic density are shown in Fig. 4(c) and (d) for comparison. The macroscopic hydrodynamic response of the foam is very similar to that of the homogeneous target. However, the expansion of the foam target looks slightly faster, owing to higher pressure gradient at the both end regions. For the foam target, the expansion speed of each slab exceeds 10 km/s, and the gaps are filled with the blow-off materials within the pulse duration. However, one sees that the layered structure is not yet homogenized even at the end of heating. Also we recognize small hot spots appear at t  1.3 ns in Fig. 4(b).

< Figure 4 should be here. >

Figure 5 shows snapshots of the temperature- and density profile at different time points. At the end of the pulse duration (t = 2.0 ns), six hot dense spots are observed at the original gap positions. These are attributed to stagnation of the plasma blow from adjacent slabs. As a result, even after the pores have been filled with the hot vapor jets, the initial inhomogeneity is not completely smeared out. A similar result has been observed in a foam target irradiated with an intense electron beam[3].

< Figure 5 should be here. >

Figure 6 shows the temporal evolution of the depth profiles of projectile energy and specific power deposition. Also the result for homogeneous target is inserted for comparison. Before the gaps are filled with the jet from the foils (t = 0.5 ns), we see a stepwise decrease of the projectile energy. At the end of the irradiation (t = 2.0 ns), the profile is rather smooth, but still shows a periodic behavior owing to the hot dense regions. We clearly see that the averaged specific power deposition increases by a factor of few % during the heating. At the end of the pulse duration, the homogeneity of the specific power deposition is rather high, and the profile is almost same as that for homogeneous target except for both end regions.

< Figure 6 should be here. >

Similar analyses were performed for other pore sizes. When changing the pore (gap) size, we adjusted the number and the thickness of the slabs so that the gross density and the total thickness of the target could be constant. Figure 7 shows the total projectile energy loss E in the target as a function of time for different pore sizes. The result for homogeneous equivalent is shown for comparison. At t = 0, the energy loss for every nonzero pore size is equal, since it is determined by the stopping due only to the solid phase. From Fig. 2, one sees that the mass stopping power decreases with increasing the target density, if the temperature is fixed. During the whole irradiation, as shown in Fig. 4(a), there always remain small high-density segments in the foam target. Accordingly, even at the end of the pulse duration, the energy loss is still slightly lower than that for homogeneous target. Nevertheless we have verified that the total energy loss can be recovered by using small pore sizes.

< Figure 7 should be here. >


4. Conclusions

We found that, as long as the 1D analysis is employed, the initial inhomogeneity of the target is not completely smeared out even after the gap (pore) is filled with the blow-off materials. As a result, the projectile energy loss and energy deposition profile was not exactly same as that expected for homogeneous target, even at the end of the beam-pulse duration of 2 ns. This result implies that the parameters of WDM samples prepared from foam targets might be not completely well-defined. However, this problem may be overcome if a sufficiently fine-grained (D << 10 m) foam is employed.
The effect studied in this paper can occur also for actual foam targets with 3D structures. Although multi-dimensional calculation is of interest, the effect of the initial inhomogeneity on the energy loss profile is expected to be very small, since the homogenization is much stronger owing to the multidimensional hydrodynamic mixing.
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Figure captions


Fig. 1. 1D multilayer structure simulating a foam target.

Fig. 2. Stopping cross section as a function of the projectile energy for different target temperatures and densities.

Fig. 3. Determination of the target thickness and the projectile energy for given homogeneity of specific energy deposition profile in the depth direction.

Fig. 4. Streak images of the density- and temperature profiles for the multi-layer ((a), (b)) and homogeneous ((c), (d)) targets.

Fig. 5. Temporal evolution of (a) the target density- and (b) temperature profile.

Fig. 6. Depth profiles of (a) the projectile energy and (b) specific power deposition. In (b), the data for homogeneous equivalent target is inserted for comparison.

[bookmark: _GoBack]Fig. 7. Total energy loss as a function of time for different pore sizes D. The dashed line is the beam flux waveform. For D = 13, 20, 29 and 39 m, the wall thicknesses are d = 0.61, 0.86, 1.2 and 1.5 m, respectively.
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