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Abstract

NDCX-II, the second neutralized drift compression experiment, is a moderate energy, high current accelerator de-
signed to drive targets for warm dense matter and IFE-relevant energy coupling studies, and to serve as a testbed for
high current accelerator physics. As part of the design process, studies were carried out to assess the sensitivities of the
accelerator to errors, and to further optimize the design in concert with the evolving pulsed power engineering. The
Warp code was used to carry out detailed simulations in both axisymmetric and full 3-D geometry. Ensembles of simu-
lations were carried out to characterize the effects of errors, such as timing jitter and noise on the accelerator waveforms,
noise on the source waveform, and solenoid and source offsets. In some cases, the ensemble studies resulted in better
designs, revealing operating points with improved performance and showing possible means for further improvement.
These studies also revealed a new non-paraxial effect of the final focus solenoid on the beam, which must be taken into

account in designing an optimal final focusing system.
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1. Introduction

Ton beams are an attractive approach for heating tar-
gets to study warm dense matter[1] and high energy den-
sity physics, and ultimately for driving targets for fusion
energy[2]. The second neutralized drift compression exper-
iment, NDCX-II, is a moderate energy, high current accel-
erator that is designed to heat thin-foil targets and enable
beam dynamics studies applicable to a driver for heavy ion
driven inertial fusion energy. The facility accelerates and
compresses an ion beam, providing a high current short
pulse that can be focused down to a small spot on the tar-
get. It uses induction acceleration, with carefully designed
waveforms that accelerate and shape the beam as it prop-
agates. A head-to-tail velocity gradient (“tilt”) is applied
to the beam so that it compresses as it approaches the tar-
get, increasing the power. A plasma is used to neutralize
the space-charge of the beam as it compresses, allowing a
higher degree of current amplification and removing the
need for transverse confinement during compression. The
initial configuration uses 12 induction cells to accelerate
a Lit beam up to 1.2 MeV over a 10 m long accelerator.
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The beam is confined transversely by 27 solenoids, whose
strength varies between 1 and 2 T to maintain a radius
of approximately 2 cm. The beam is compressed from an
initial 500 ns duration down to less than 1 ns duration on
the target, putting 30 nC of charge onto the target with a
peak current of typically around 36 A. An 8 T final focus
solenoid focuses the beam down to less than a 1 mm RMS
spot size. See [3] for more details on how the required
beam manipulations are accomplished.

An important part of the design process was charac-
terization of errors and how they affect the beam. Toler-
ances were required, based on an assessment of the lev-
els of errors acceptable without significant degradation of
the beam. A variety of errors were examined, including
static errors, such as hardware misalignment and field off-
sets and non-uniformities, and dynamic errors such as field
strength, timing jitter, and waveform noise. This is not an
exhaustive list of errors, but covers what were expected to
be the largest errors, and those with the most significant
effect on the beam.

Designing NDCX-II was a complex process, with a
large number of variables - it was not expected that the
design, as currently laid out, would necessarily be optimal.
Because of this, the error characterization process could be
used as a sort of additional optimization, to find improved
cases that result from the presence of “errors”. While the
errors were being characterized, the hardware layout of the
machine was held fixed - this included the source geome-
try and voltage waveforms, the number and arrangement
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of induction cells, and the accelerating waveform shapes
(though they could be varied in amplitude and timing). It
was found that some variation from the nominal of the dy-
namic quantities could lead to improved performance. For
example, shifts in the timing of multiple induction wave-
forms could compound to produce a beam with a more lin-
ear velocity tilt, or errors in the solenoid strengths could
modify the beam radius such that the changed longitudinal
self-fields improved the beam behavior.

To help in characterizing the errors, it is useful to have
a figure of merit. The main goal of NDCX-II is driving
targets, so some measure of how well the beam performs
that task was needed. There are several beam measures
that are useful, such as the FWHM (full width half max-
imum) of the beam and the peak fluence on target, but
these by themselves are insufficient. We define the peak
fluence as the energy deposited within a 0.1 mm diameter
hot spot, integrated over the beam duration. A diameter
of 0.1 mm is the expected smallest diagnosable area on the
target. One possible measure is the peak power density on
target. A figure of merit was chosen that directly reflects
how strongly the beam drives the target. Using a range of
typical beam parameters as input, example target simula-
tions were carried out and a result extracted that measures
the effect on the target. The following fit to the results was
developed.

70 =(0.42 — 0.004f)(E/2.8) (1)

P =0.02f (2Eg> (%) (1 — exp [(;)31 )é (2)

Here, f is the peak fluence in units of J/cm?, 7 is the
FWHM in ns, FE is the ion energy in MeV, and P is the
figure of merit, or performance metric. This is shown in
Figure 1.
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Figure 1: The figure of merit is a fit to target simulation results given
a range of ion beam inputs. It is used as a measure of how hard the
beam drives the target. The red and blue curves are fits to cases
with 30 J/cm? and 15 J/cm? of beam fluence on target.

The simulations were carried out using the Warp code[4],
which uses the particle-in-cell method to include the self-

field of the beam, combined with the applied field from
the accelerator lattice elements. The simulations were
launched at the source, a hot-plate alumina-silicate emit-
ter, assuming space-charge limited emission and including
the full geometry. Where appropriate, depending on the
errors, axisymmetry was assumed, otherwise the simula-
tions were 3-D. The beam was propagated through the
accelerator including all applied and self-fields. For these
simulations, the neutralizing plasma was assumed to be
perfect - the space-charge was assumed to be completely
neutralized. This was accomplished in the simulation by
first zeroing out the charge of the part of the beam that
is inside the plasma, solving Poisson’s equation, and then
zeroing out the potential inside the plasma (this method
is only important as the beam enters the plasma). The
beam was followed through the final focusing solenoid and
onto the target.

For each type of error, ensembles of simulations were
run. For each ensemble, a maximum value of the error was
specified. For each case in the ensemble, the actual errors
were chosen randomly, typically from a uniform distribu-
tion, with the specified maximum value - each case used a
different random number seed. The results from the cases
were combined to give an estimate of the effect of the er-
ror. In the plots of the ensembles that follow, each case is
shown as a circle, showing the spread of the results, and
the averages are shown with a red line. Note that each
case also used a different seed for the generation of the
particles. This results in a small spread in the results in-
dependent of the error; this can be seen in the plots, where
there is finite spread even with zero errors.

2. Solenoid field errors

Despite careful construction, some level of field error
is unavoidable. In the solenoids, there are two major
sources of errors: field errors due to the construction of
the solenoids, and errors due to misalignments. In the sim-
plest terms, the solenoids consist of wires wrapped around
the beam tube. The quality of the field is determined by
the layout of the wires. Errors can be introduced by the
layout itself, due to fabrication constraints and the need
for leads, for example. Errors can also arise from inaccu-
racies in the construction. For example, wires bunched on
one side and spread out on the other would produce an
unwanted dipole field. Alignment errors can also produce
dipole fields, since the solenoid magnetic axis would not
be aligned with the beam axis. Both of these sources of
errors were included in the simulations.

Prototype solenoids were built and measured - these
had dipoles due to construction errors of order 25 G when
the peak B, was 1 T. This measured error, along with
the profile of B,, was imported into the simulations and
replicated for each solenoid. Ensembles were carried out
scaling the size of the dipoles, by factors of between 0 and
5. The results are shown in Figure 2. At the expected



error size, a scale factor of 1, the effect on the beam per-
formance is small. Note that here, the errors were fixed
- the ensembles only show the spread in the simulation
results due to particle noise.
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Figure 2: Ensembles with solenoid construction errors. The size
of the error is scaled from the measured values from a prototype
solenoid.

For solenoid misalignments, an absolute maximum on
the tolerance is the requirement that the beam does not
wander far enough off axis to scrape on the wall. Beyond
this, it is desirable that the beam should be relatively well
centered on the target with minimal degradation of the
spot size and shape. Because of the longitudinal veloc-
ity tilt, transverse kicks on the beam from the misalign-
ments will vary along the beam, giving rise to a helical or
“corkscrew” deformation. On the target, this will spread
out the focal spot. In the simulations, the ends of the
solenoid were displaced randomly with a uniform distri-
bution out to a specified maximum value. This resulted
in both offsets and tilt errors. These simulations included
the estimated dipole from the construction errors, with a
scale factor of 1. Results are shown in Figure 3. Accept-
able degradation is seen with offsets up to 0.5 mm, which
is within the expected achievable construction tolerance.
In all of the cases, up to 2 mm solenoid offsets, no particle
loss was seen.

These errors are fixed in the machine once it has been
constructed. While the beam may not perform as well as
it would have without the errors, these parameters do not
vary shot-to-shot. Compensation can counteract the errors
and bring the performance closer to the ideal. NDCX-II
has controllable dipoles in a number of places along the
machine, designed for beam steering. (The ensemble cal-
culations did not include steering.) It is calculated that
the machine can perform rather well without steering - this
avoids complication during machine commissioning. Steer-
ing will be employed later to further improve the beam
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Figure 3: Ensembles with solenoid misalignments.
performance.

Independent of alignment and construction errors, there
can be errors in the solenoid strengths as well. It is not
expected that random, but repeatable, errors will be a
problem. When tuning the system, the solenoid strengths
will be adjusted to keep the beam well matched - the ac-
tual values of the solenoid fields will not matter very much.
There can, however, be systematic errors that need to be
taken into account. One possible issue that needs be taken
into account is slow, shot-to-shot shifts in the solenoid
strengths over a period of operation, due to heating of
the solenoid coils during operation (the heating increases
resistance causing decreased current and field strength).
Without any other errors, a scan was carried out to ex-
amine the effect of decreasing solenoid strength. Figure 4
shows the resulting figure of merit and FWHM. Without
other errors, the degradation is small.
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Figure 4: Ensembles with solenoid strength errors.

However, when combined with other errors, a shift in
the dipole strengths can be more significant. Cases with
combined solenoid offsets and strength decreases were ex-
amined. For each simulation, a particular set of randomly
chosen solenoid offsets, with a maximum of 0.5 mm, was
used scanning the decrease in the solenoid strength. Fig-
ure 5 shows some results from a typical parameter scan.
As the solenoid strength varies, the size of the dipoles (re-



sulting from misalignments) varies as well. This changes
the offset of the beam and moves the location of the focal
spot. In the particular case shown, with a decrease of just
over 2%, the focal spot would shift 0.1 mm, the size of the
nominal diagnosable spot. This problem would need to be
handled during operation and can be compensated for by
one of several possible methods, for example adjustment
of the solenoid drive to maintain constant current output
and temperature regulation of the solenoid.
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Figure 5: Effects of solenoid strength errors.

3. Accelerator waveform errors

Much of the complexity of designing the NDCX-II ac-
celerator was in the accelerating waveforms. There is a
very large parameter space over which optimization were
carried out - the waveform shapes, amplitudes, durations,
and timings for each of the twelve induction cells (or more,
for longer versions of NDCX-II). The basic design was done
using the ASP code[5], which is a 1-D particle code that
was developed for this purpose. The code is fast, but has
only approximate models. For example, since the code
does not model the transverse size of the beam, it can only
have an approximate model for the effect of the surround-
ing beam pipe, which reduces the longitudinal self-fields
(because of image charges) - it can use one of several sim-
plified models. The waveforms so derived are imported
into Warp, which can do a more complete simulation.

Since the models in ASP are approximate, a set of
waveforms optimized in ASP will not necessarily be op-
timal in the Warp calculation. Because of this, when ex-
amining errors in the waveforms, i.e. variations from the
ASP generated waveforms, improved cases may be found.
Because of the large parameter space, and the relative
slowness of the Warp calculations limiting the number of
simulations that can be done, our experience is that the
error ensembles have proven to be a better approach to
further optimization than standard multivariate optimiza-
tion algorithms.

The waveform shapes and durations are constrained
by the ATA Blumleins, but also by the custom lumped
element pulsers fabricated for NDCX-II — change requires
component replacement. The timing and amplitude, how-
ever, can be readily varied. It is not expected that the
shot-to-shot variability of the amplitudes will be signifi-
cant.

The most significant errors in the induction cells are
timing errors. The first seven waveforms are nonlinear
ramps of with individual profiles that were carefully de-
signed to shape and compress the beam, as well as accel-
erate it. In the presence of a timing error, the beam will
be accelerated by the wrong part of the ramp, affecting
the shaping that is done. Furthermore, the overall accel-
eration of the beam will be in error, causing it to arrive
at the next gap at the wrong time, etc. Similarly, the last
three waveforms are ramps that build up a velocity tilt on
the beam, setting it up for the neutralized drift compres-
sion. If there are errors in the degree of velocity tilt or in
the beam energy, the plane of peak compression will shift
away from the target plane, degrading performance. Ran-
dom timing errors are problematic since they affect the
shot-to-shot repeatability.

As with other errors, ensembles of calculations were
done in Warp with randomly generated timing errors in
the waveforms. In the simulations, all other aspects were
held fixed, the most important being the location of the
target plane. During optimization, the target plane can
be adjusted to put it at the plane of peak compression.
However, timing errors vary from shot-to-shot and so such
fine tuning of the target plane is not possible.

Results are shown in Figure ?7. It is estimated that the
timing jitter on the waveforms will be about 2-3 ns, based
on test stand measurements. The results for the baseline
case show that this degree of jitter is not expected to be
a problem. Note that for the figure of merit, as expected,
there are cases which do better than the base cases with
no jitter. An optimization path is to start with the best
case and begin the ensembles about that point. The next
iteration is shown in Figure 7a. This turned up cases that
are significantly better. The best of those was used as the
starting point for a new ensemble, shown in Figure 7b. The
process can be continued, but note that the sensitivity of
the figure of merit to jitter increases with each successive
iteration. As the system is more finely tuned, it becomes
more sensitive to errors. Except in case when the highest
possible performance is needed, this increased sensitivity
to errors should be avoided since it makes experiments less
reliable.

4. Other errors

In addition to the errors discussed above, other errors
were examined. Offsets of various components, such as
the source and extractor plates in the injector, were con-
sidered. For offsets within what is reasonably achievable,
up to about 1 mm, little to no degradation was seen in the
beam performance.

Errors and noise on the waveforms were examined,
both on the injector voltage waveform and on the wave-
forms in the induction cells. Over a wide range of frequen-
cies of added noise, little to no performance loss was seen
for noise up to several percent of the signal. For noise up
to 10%, the figure of merit averaged over the ensembles
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Figure 6: Ensembles with waveform timing errors.
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Figure 7: Optimization using ensembles with waveform timing errors.
The case with the highest figure of merit in (a) is used as the base
case in (b).

showed little degradation, but the spread in the results
increased, with low frequency noise creating the largest
spread. It is estimated that the shot-to-shot noise in the
waveforms will be of order a percent.

5. Final focus solenoid

Another optimization carried out was fine tuning the
final focus solenoid. This optimization cannot be done us-
ing the lower dimensional ASP code - it requires at least
2-D simulation and so was done with Warp. While the
solenoid field strength is constrained by the physical de-
sign of the magnet, there is some flexibility. It might be
expected that increasing the field to its maximum would
always be better since it should give a smaller focal spot
size, increasing the power density. This was found not to
be the case.

Sample results are shown in Figure 8. Note that as
expected, with increasing solenoid strength, the beam be-
comes more focused and the fluence on target steadily in-
creases. However, the pulse duration (the FWHM) shows
a marked increase with increasing solenoid strength. This
increase is due to non-paraxial pulse broadening[6] - the
action of the solenoid and focusing increases the transverse
velocity component while decreasing the longitudinal ve-
locity of particles off axis, causing them to be delayed,
and therefore spreading out the arrival time at the target.
This spreading out of the pulse dilutes the power density,
eventually causing a decrease in the figure of merit. The z
kinetic energy as shown in the figure (which includes only
the longitudinal velocity component) drops with increas-
ing solenoid strength because of the increasing transverse
convergence angle. In the case shown, the optimal final
focus field strength is around 10 T.
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The non-paraxial pulse broadening effect plays a role in
the beam performance degradation visible in some of the
cases shown earlier. In Figures 2 and 3, the FWHM can
be seen to increase with increasing size of the error being
varied. In both cases, the beam is being kicked further
off axis increasing the non paraxial time delay. In Figure
4, the beam is becoming larger with decreasing solenoid
strength, increasing the pulse broadening.

6. Conclusion

The NDCX-IT accelerator was designed to produce mod-
erate energy, high current beams that will be used to drive
targets for warm dense matter studies and as a testbed for
accelerator physics studies relevant to drivers for heavy ion
driven inertial fusion energy. Because of the complex de-
sign and high space-charge of the beam, simulations were
essential to designing the accelerator and will be essential
to its effective use. Emnsembles of simulations were car-
ried out to examine various possible machine errors, both
static and shot-to-shot. Overall, the simulations indicate
that NDCX-II should operate without serious beam degra-
dation if errors are within nominal tolerances. Solenoid
offsets do show a potential to cause noticeable loss in per-
formance, but it is expected that this can largely be com-
pensated for by the use of beam steering, and should not
affect the shot-to-shot reliability. In some cases, such as
with timing errors on the waveforms, examining “errors”
showed pathways to improved beam performance. Opti-
mization of the final focus strength revealed a new effect,
non paraxial pulse broadening, that needs to be taken into
account.
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