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• The EIC project has captured service inventories from the Detector 
Subsystem Collaborations via spreadsheets on BNL sharepoint,
• Electrical services
• Cooling

• These inventories then inform service envelopes and design decisions,
• So far, mostly geometrical
• The recent cooling inventory will probably lead to thermal envelopes,

• Ben, Nick, Roland, and I (ES) met on Wednesday in the regular WP4+WP6 WG 
meeting to make sure we have a common understanding of where to find the 
current versions of these spreadsheets, how they are used and updated, etc.



SVT has filled the project spreadsheets based on three (date-versioned) writeups:

The most recent update was in July 2023 – we certainly know more today and it would not 
be too soon for an update (in an ideal world, updates would follow a schedule).



Derived space needs for SVT services (electron side):

Uhm, yeah – perhaps.
Note that the SVT service allocations are electron-hadron side symmetric; we’ll see a few 
factors of two in what follows.  Note also that the available space is more/most constrained on 
the electron side.  And, last, note that the actuals for the IB will not be symmetric.



• SVT overall configuration has been stable; 3 inner barrel layers, 2 outer barrel layers, 5 disks on either 
side of the interaction point; overall dimensions,

• Sensor (number) estimates continue to hold,

• Sensor power dissipation estimates have changed (increased) from the previously assumed 1W per left 
endcap (for a total of a 4kW subsystem).

• Ancillary ASIC power dissipation is now known to be non-negligible,

• Better knowledge exists for the serial powering chain in L3; the estimate for the disks on this point can 
also be refined,

• The ancillary ASIC will supply the bias voltages,

• Much more is known about the read-out chain,

• More recently, a somewhat separate inventory came about on power dissipation – let’s aim for a pass 
towards consistency (and further joint refinement),



Power and readout “chain” for Outer Barrel and Disks,

Three boards:

FPC Interface Board -- FIB
• AC-coupled data links to VTRx+ for up to four EIC-

LAS, electro-optical conversion, connection to 
fibers,

• Routing of serial-powering current and slow 
control signals to FPC,

FIB Control Board – FIB CB
• Provides control signals and power for the VTRx+ 

on the FIB for up to 64 FIBs

FPC Control Board – FPC CB,
• Provides slow control signals for the ancillary 

ASIC/EIC-LAS modules on the FPC via the FIB for 
up to 16 FIBs / FPCs,



Power and readout “chain” for Outer Barrel and Disks,

Three boards:

FPC Interface Board -- FIB
• Two conductors to/from outside the detector,
• Four fibers to be routed out the detector,
• VTRx+ power (1.2V, 2.5V, gnd) and control (three 

lines) to/from FIB CB i.e. internal to SVT envelope,
• Approx. 0.25 W dissipation,

FIB Control Board – FIB CB
• Two conductors to/from outside the detector,
• Two fibers to/from outside the detector,
• FIB voltages and slow control internal,
• Approx. 25 W dissipation; liquid cooled (TBD)

FPC Control Board – FPC CB,
• Two conductors to/from outside the detector,
• Two fibers to/from outside the detector,
• ASIC/EIC-LAS slow control internal,
• Approx. 2 W dissipation; liquid cooled (TBD)

Note:

  All fibers originate/end at VTRx+,

  SVT VTRx+ has been specified with short (5.5 cm) pig-tails,

  The fiber counts here assume that harnesses route only fibers that are used



Counts, following the recent power dissipation inventory,

Outer Barrel:
• L3 will consist of 46 staves, each with 4 pairs of 6-RSU EIC-LAS
• L3 power dissipation approx. 22.5 W (max) per stave; 1.0 kW (max) total (not including FIBs, FIB-CBs, FPC-CBs)
• L3 will have 2 x 46 FIBs, 2 x 1 FIB-CBs, 2 x 4 FPC-CBs – half to be serviced from the electron and half from the hadron side,

• L3 FIBs:  2 x 46 x 2 conductors to/from EIC-LAS, 2 x 46 x 4 TX fibers,
• FIB-CBs: 2 x 1 x 2 conductors, 2 x 1 x 1 RX and 2 x 1 x 1 TX fibers, and liquid cooling (TBD)
• FPC-CBs: 2 x 4 x 2 conductors, 2 x 4 x 1 RX and 2 x 4 x 1 TX fibers, and liquid cooling (TBD)

• L4 will consist of 70 staves, each with 8 pairs of 5-RSU EIC-LAS
• L4 power dissipation approx. 48.2 W (max) per stave; 3.4 kW (max) total (same)
• L4 will have 2 x 140 FIBs, 2 x 3 FIB-CBs, 2 x 12 FPC-CBs  – half to be serviced from the electron and half from the hadron side

• L4 FIBs: 2 x 140 x 2 conductors to/from EIC-LAS, 4 x 70 x 4 TX fibers,
• FIB-CBs: 2 x 3 x 2 conductors, 2 x 3 x 1 RX and 2 x 3 x 1 TX fibers, and liquid cooling (TBD)
• FPC-CBs: 2 x 12 x 2 conductors, 2 x 12 x 1 RX and 2 x 12 x 1 TX fibers, and liquid cooling (TBD)

It is to be checked (by routing) if the odd number of FIB-CBs per side is compatible with the SVT clamshell of top and bottom halves.



Counts, following the recent power dissipation inventory,

Similar counting for the disks results in:

• 740 FIBs: 2 x 370 x 2 conductors to/from EIC-LAS, 2 x 370 x 4 TX fibers,
• 18 FIB-CBs: 2 x 9 x 2 conductors, 2 x 9 x 1 RX and 2 x 9 x 1 TX fibers, and liquid cooling (TBD)
• 70 FPC-CBs: 2 x 35 x 2 conductors, 2 x 35 x 1 RX and 2 x 35 x 1 TX fibers, and liquid cooling (TBD)

Same to be checked for the odd FIB-CBs and FPC-CBs per side as for the outer barrel,
Finalized sensor layout and grouping will reduce the disk electrical service load.



Comparing the counts

Outer barrel:
 existing estimate: 2 x 29 cables for LV power – current estimate: 2 x 186 x 2 conductors*
 existing estimate: 2 x 771 bias cables – current estimate: none; handled by ancillary ASIC
 existing estimate: 2 x 771 signal cables – current estimate: 1488 (= 368 + 1120) fibers

 current estimate adds a modest external load related to slow control (FIB-CB and FPC-CB)

Disks:
 existing estimate: 2 x 92 cables for LV power – current estimate: 2 x 370 x 2 conductors*
 existing estimate: 2 x 1100 bias cables – current estimate: none; handled by ancillary ASIC
 existing estimate: 2 x 1100 signal cables – current estimate: 2960 fibers

 current estimate adds a modest external load related to slow control (FIB-CB and FPC-CB)

* Note that conductors and cables are different objects; the apparent “order of magnitude” difference is instead a factor.



Comparing the counts

I (ES) found* the following drawing that “specifies” a 9mm diameter aluminium cable with four 18 AWG conductors,

The “blue blobs” could be one form or another of mechanical strengtheners; the dotted blue lines could have multiple meanings as well
The double insulation may or may not be part of – say – safety requirements;
The packing factor of the actual conductors is not optimal;

Whichever way, 1) we almost certainly do not want all this extraneous material in the SVT envelope and 2) let’s nevertheless take the four 
conductor 9mm diameter cable as the assumption to re-evaluate the cross-sectional areas.  In practice, I suspect that we will end up 
specifying a somewhat lower AWG (thicker) aluminium conductor cable with a better packing factor.

* BNL sharepoint – Experimental Program – ePIC – Engineering – STP-files – 18_AWG_Al_cable_model.pdf 



Comparing the areas for electrical services

Outer barrel:

 Existing estimate: 2 x 29 cables for LV power or 2 x 18.45 cm2

 Current estimate: 2 x 186 x 2 conductors with 4 conductors per cable implies 186 cables or 118.33 cm2 (at equal AWG) 

 

 Existing estimate: 2 x 771 cables for bias or 2 x 54.40 cm2

 Current estimate: no separate bias cables

 Existing estimate: 2 x 771 signal cables or 2 x 24.22 cm2

 Current estimate: 1,488 fibers or 124 12-fiber ribbons or 15.50 cm2 if these ribbons have 2.5 by 5.0 mm dimensions

 

Disks:

 Existing estimate: 2 x 92 cables for LV power or 2 x 58.53 cm2

 Current estimate: 2 x 370 x 2 conductors with 4 conductors per cable implies 370 cables or 235.39 cm2 (at equal AWG) 

 

 Existing estimate: 2 x 1,100 bias cables or 2 x 77.75 cm2

 Current estimate: no separate bias cables

 Existing estimate: 2 x 1,100 signal cables or 2 x 75.75 cm2 – aside, I (ES) do not know the origin of the different diameter w.r.t. OB

 Current estimate: 2,960 fibers or 247 12-fiber ribbons or 30.88 cm2 if these ribbons have 2.5 by 5.0 mm dimensions

Realistically, I (ES) tend to think that AWG will need to go down (i.e. we will need thicker conductors since the currents are larger than originally estimated) for LV and that modest differences 
can be compensated with a more space-economical choice of the LV power cables (with possibly some help from more compact fiber ribbons if or as needed).

Note that neither estimate includes services associated with the FIB-CBs and FCP-CBs.  They will be subdominant, but do need to be accounted for.

Overall, the existing space allocations for SVT electrical and optical services appear to cover the currently estimated needs with a little to spare.



Cooling

Cooling:
 project inventory underlines that air-cooling is ours to demonstrate – default is liquid, despite even the first SVT input,
 10 m/s air flow through each disk corrugation channel would imply approx. 0.23 m3/s or 450 cfm air flow per endcap (5 disks),
 450 cfm requires a 40-50 mm diameter “shop-air” supply for reasonable network designs and lengths (e.g. CAGI handbook),
 in practice, this will probably mean 6 — 8 of somewhat smaller-diameter tubes (two endcaps, IB, OB; top and bottom halves),
 1,000 cfm in total for SVT is probably at the upper end of what will practically be achievable,
 1,000 cfm or 0.47 m3/s of air could cool  6 kW with a 10oC temperature increase (if fully efficient),
 Total power to cool is 8 to 12 kW,
 internal distribution and regulation, as well as return path design is important and urgent.

 Existing service estimates have 2 x 25.16 and  2 x 171.45 cm2 for the OB and disks for cooling,
 The cross section of a 40 (50) mm diameter pipe is 12.57 (19.63) cm2

 2 x 8 to 15 of such pipes, or their equivalent, should thus fit within the existing estimate for cooling,
 Interestingly, if “shop-air” expands by a factor 7 (taking P.V constant, which is not really how it works) even the
 return-path for 2 supplies might just fit,

 In my (ES) opinion, air-cooling is an edge-case.  The design-implications of a pivot to liquid cooling would be 
 considerable.  Air distribution and regulation is involved and must have high priority.



Space “allocations”

Cooling:
 IB – existing estimate 2 x 0.85 cm2 (absurd)

 OB, disks – existing estimate 2 x 196.61  cm2

Power (and bias):
 
 IB – existing estimate 2 x 7.10 cm2

 OB, disks – existing estimate 2 x 209.23 cm2

Signal:
 IB – existing estimate 2 x 57.68 cm2

 OB, disks – existing estimate 2 x 101.97 cm2

The above is external  to the SVT envelope.  It is probably pragmatic to consider the space available for us to “redistribute” (primarily 
between IB, OB, and disks).  It is probably helpful to think in 12-fold segmentation (azimuthally).

Within SVT we have ~50 cm radius and ~5 cm radially (inwards) for services, including mounts, from the outer disk radii.



Space “allocations”

Within SVT we have ~50 cm radius and ~5 cm radially (inwards) for services, including mounts, from the outer disk radii,

~50 cm radius implies a ~300 cm circumference,

 expect about 185 power cables from a disk array and about 95 from the outer barrel

 expect about 125 fiber ribbons from a disk array and about 65 from the outer barrel

Although I am not (necessarily) advocating doing so, the power cabling will likely fit side-to-side at the SVT circumference,

Data fibers will need harnesses and more than one layer – probably manageable, but seemingly more involved than power,

Air distribution and regulation, as said, is involved. 
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