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Availability and Reliability Reports
ALICE_CE(Jobs Running) x ALICE_VOBOX x AliEn::SE(tests)



Job Summary

• CEs
• LBL-HPCS - OK

• ORNL - OK
• Some job cancellation is back (investigating)

• Lawrencium  - OK
• Just improvement after memory cleanup on 

the nodes

• Perlmutter - OK
• Ran out of resources and was turned off

• LBL_AFP - OK



CPU Efficiency
Target Efficiency is… no such thing anymore…



CPU 
Obligations kHS23

ALICE-USA 116.8

LBNL HPCS T2 58.4

ORNL T2 58.4

T2 Site Monalisa (khr) WLCG (khr) %diff 

HPCS_Lr 2098.90 538.00 -355.63

LBNL 240.40

AFP 112.00

ORNL 2360.60 3000.00 21.31

Total 4,811.90 3,538.00 (36.01)

T2 Site
and HPCS_Lr 

CPU/Core
[HS23/Core] 

ALICE-USA 
Obligation

[MHS23 x hr] 

CPU Delivered
[MHS23 x hr]
(ML reporter) 

CPU Delivered
[MHS23 x hr]

(WLCG reporter) 

Delivered per 
Obligation [%]
(ML reported) 

Delivered per 
Obligation [%]

(WLCG reported) 

HPCS_Lr 10.0

17.70 

20.99

5.38

118.6

30.4LBNL 12.0 2.88 16.3

AFP 12.0 1.34 7.6

ORNL 11.5 42.05 27.15 34.50 64.6 82.0

Total 59.74 52.36 39.88 87.65% 66.75%



Network Traffic at LBL and ORNL
LBNL was down for power work and there was no data traffic





EOS: Success Ratio • Whenever this happens mgm restart seems to help
• Looks like at least two fsts at LBL are affected



Last Month

This month

Site Status Dashboard
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