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Self Introduction

» Aobo Li
 Assistant Professor at UC San Diego
« Coming from a Physics background

» Joint Appointment: 50% Halicioglu Data Science Institute (Primary),
50% Physics

« Research: Al for Rare Event Search (neutrino, dark matter)



What's the key of interdisciplinary collaboration?

In my opinion, the key is to “speak the same language”
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A few questions that could help “translating” the problem

. [T you want to build a model, what would be the input and output?
- What's the challenge we need to deal with in input data”
- e.g. domain shift, long tail distribution, multimodal datasets
- What additional functionalities that we want our model to have?
. Incorporating additional prior info with Bayesian methods
. Uncertainty quantification

- Active Learning
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Making Conference/Workshop Presence

- Making presence at conferences/
SJeZaVvim\\orkshop CREEs

WOrkShOp COMETA Workshop on Uncertainty =

Quantification for Machine Learning
15-18 September 2025, Saclay, France

- Separately with many contributed talks

Al and Machine Learning are reshaping scientific research. The role of Uncertainty Quantification (UQ) is thus crucial for
robust predictions and reliable conclusions. The workshop aims at cross-disciplinary dialogue on the challenges and

° G |Ve a JO' nt | n\/'ted ta | |< to Cover a | | th e WO r |<S opportunities presented by UQ in Al. We shall discuss how results from different research fields enhance our understanding in

physics, improve the reliability of mathematical models, and guide the development of scientific Al tools of the future.
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https://indico.cern.ch/e/cometa-ug4ml-workshop

- NeurlPS 2025 at San Diego

- |t has a machine learning for physical

science (ML4PS) workshop NeurlP> 2025

The Thirty-Ninth Annual Conference on Neural Information Processing Systems

-  DNP 2025 at Chicago , ,
San Diego Convention Center

- Final ddl for submission got extended to July Tuesday Dec 2nd through Sunday Dec 7th
18th.



APS Global Summit 2026 at Denver

. | was elected this week as Program Committee
co-chair of Group of Data Science

-  QOrganize the April Meeting part of GDS

«  Could potentially secure 1-2 invited talk for our
group

Organizing our own workshops:

« 2026 Ovbb Al summer school discussed
among neutrino Pls

- All major Al conferences (NeurlPS/ICLR/ICML)
are open to workshop proposal submissions

- Can be competitive

- We could potentially aim to host a
“Bayesian for Science” workshop in
2026/2027

Making Conference/Workshop Presence

The APS Global Physics Summit 2026 will gather over
14,000 leading scientists, physicists, and students

APs GIObaI Physics worldwide, offering exhibitors and sponsors unparalleled

engagement with the global scientific community.

Learn more about the 2025 meeting ->

Summit 2026

Join us March 15-20, 2026, at the Colorado Convention Center, Denver, CO.

ICLR 2025 - Call for Workshops

List of accepted workshops at ICLR 2025: https://openreview.net/group?id=ICLR.cc/2025/Workshop_Proposals

Following the ICLR 2025 main conference, two days of in-person workshops on a variety of current topics will be held on April 27 and 28, 2025 in Singapore. We invite researchers interested in chairing a
workshop to submit proposals. Workshop organizers have several responsibilities, including coordinating workshop participation and content, publicizing and providing the program in a timely manner, and
moderating the program throughout the workshop.

Goal of ICLR Workshops

Workshops provide an informal, cutting edge venue for discussion of works in progress and future directions. Good workshops have helped to crystallize common problems, explicitly contrast competing
frameworks, and clarify essential questions for a subfield or application area. Workshops are a structured means of bringing together people with common interests to form communities. Good workshops
should include some form of community building.

Each workshop is a single-day, in-person event, split into morning and afternoon sessions, with free time between the sessions for individual exchange. Workshop topics should include, but are not limited to,
the following:

» Deep learning / representations learning for scientific discovery

» Theoretical foundations of deep learning

 Fairness in machine learning, transparency, governance and inclusion
Implementation issues, parallelization, software platforms, hardware

Learning in low-resource settings

Optimization for representation learning

Privacy in deep learning

Robustness and adversarial learning

Uncertainty in representation learning

Generative Al and large language models

Important Applications in vision, audio, speech, multilingual contexts , robotics, neuroscience, healthcare, climate change, agriculture, pandemic response, societal and policy impact, or any other field, as
well as any other topic relevant to an appreciable fraction of the ICLR community.

Detailed descriptions of previous workshops may be found in last year's online schedule (https:/blog.iclr.cc/2024/01/08/announcing-the-accepted-workshops-at-iclr-2024/). Workshop schedules should
encourage lively debates, stimulate the production of new ideas and foster discussion of important issues. Every group considering submitting a workshop proposal should read the Guidance for ICLR
Workshop Proposals 2025, which describes important considerations for hosting workshops, includes templates of previous successful proposals, details the selection criteria and process, describes what is
considered a conflict of interest, and includes other frequently asked questions.




