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§ Without a new full evaluation.
— Construct simple “ad hoc” covariances based on

• Differences between existing evaluation libraries.
• Comparison of mean values with spreads of experimental data
• Model-dependence between channels
– Clone covariance pattern in library for neighbors in this nuclear region.
– For example, elastic and inelastic are commonly anti-correlated.

— Use low-fidelity (“Low-Fi”) covariances described by Little et al (2008):
• Fills in gaps in ENDF/B-VII.0

— Use “Machine learning” like approaches to make up covariances

§ Eventually: new evaluations
— Expensive without investments in automating the evaluation process.

Filling In Inadequate Covariances 



LLNL-PRES-805424
3

§ Based purely on model variation.
— Low-Fi’s parameter variations built 

on intuition of Low-Fi collaboration

— Extending to ENDF-VIII requires 
codification of that intuition.

§ No cross correlations

§ No direct connection back to 
measured data.

§ Targeted quick approximate 
covariances to fill out library 
rather than 

The Low-Fi Approach ( For Fast Region )

some well-known physical constraints @e.g., the anticor-
relation between the radius ~rv ! and the real depth ~Vv !
of the optical potential#. Future work will quantify these
correlations and include them in the analysis.

II.C. Cross-Section Sensitivities

We undertook cross-section sensitivity calculations
by considering the uncertainties for 18 model param-
eters that contribute most significantly to the major re-
action cross sections. Thus, ~n, el !, which is composed
of shape- and compound-elastic cross sections, exhibits
sensitivity primarily to real optical model parameters. In
the elastic reaction channel the sensitivity is dominated
by the imaginary optical model parameters, which deter-
mine creation of the compound nucleus. At the incident
energies above ;10 MeV, the preequilibrium emission
starts to play a role, and its strength, determined by the
nucleon mfp, becomes important. For ~n, 2n! reactions
the sensitivity to nuclear level density parameters is de-
cisive. In capture, in addition to most of the above pa-
rameters, the sensitivities are driven by the gamma-ray
strength function.

The uncertainties of the model parameters, summa-
rized in Tables I and II, were adopted uniformly for all
energies and all nuclei covered in the present work. These
parameter uncertainties propagate into cross sections and
define the diagonal matrix P. We note that model param-
eter sensitivities were studied already earlier14 and were
used to estimate uncertainties for some activation cross
sections.15

We quantify the effect of the perturbation of the model
parameter p j on the cross section via the relative quantity

S~Ei , p j ! !
s"~Ei , p j !# s

#~Ei , p j !

s~Ei , p!
, ~19!

where s~Ei , p! is the cross section calculated for the best
~or default! set of parameters p ! ~p 1, . . . , p j , . . . , p q !,
while

s6~Ei , p j ! ! s~Ei ; p 1, . . . , p j6 dp j , . . . , p q !

are the cross sections calculated with the value of the
parameter p j perturbed by its expected uncertainty dp j .
Then, the sensitivity matrix element si, j is obtained as

si, j ! S~Ei , p j !
s~Ei , p!

2dp j

, ~20!

which can be viewed as the measure of the cross-section
response to the physically sensible variation of the model
parameter p j .

Sensitivity equations ~19! and ~20!, adopted through-
out the present paper, assume that the linearity approxi-
mation is valid. This appears to be a fairly reasonable
assumption. Recent comparison with the Monte Carlo
approach, which does not suffer from the nonlinearity

effects, demonstrated that a linear approximation holds
well for the majority of cases.16 However, one has to be
careful to consider nonlinearity effects when quality eval-
uations are performed for the limited amount of impor-
tant materials.

As an example, we discuss reactions on 89Y " n
cross sections ~shown in Fig. 1!. Figure 2 shows the
response of the ~n, tot !, ~n, el !, ~n, abs!, ~n, n ' !, ~n,g!,
~n, 2n!, and ~n, p ! cross sections to the variation of the
real depth ~Vvtg! of the optical potential for the target.
There are remarkably different levels of sensitivity for
various reactions, and strong energy dependencies.
The sensitivities plotted in Fig. 2 are cumulative and

Fig. 1. Calculated 89Y " n cross sections for different
reaction channels.

Fig. 2. Relative sensitivity of the 89Y " n cross sections
to the 65% perturbation of real depth ~Vvtg! optical model
parameter for neutrons. Plotted sensitivities show cumulative
effects resulting from the changes in the incident ~absorption!
and outgoing ~inelastic scattering! channels.
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Little et al (2008):

M. T. Pigni et al (2009)

Finally, in Fig. 15 we compare cross-section uncer-
tainties for the 56Fe~n ,g! reaction. The results are in
acceptable agreement in view of the multigroup repre-
sentation. In particular, we noted the same energy behav-
ior as in the JENDL-3.3 library. This confirms our
previous finding of reasonable agreement between our
evaluations and that of others whenever little experimen-
tal evidence is available for analysis.

III.B.2. Materials from 19F to 209Bi

To present the overall picture of our results, we plot-
ted contours in a single figure of the full set of nuclei
over the entire range of incident energies studied. These
plots show relative cross-section uncertainties repre-
sented by different colors, from 0% shown in black to

100% shown in yellow. Using these plots, we depict in
Figs. 16 through 20 the relative cross-section uncertain-
ties for the major reaction channels. The x-axis and y-axis
refer to the mass numbers of the complete list of 307
materials and to all incident neutron energies, respectively.

Figures 16 and 17 show total and neutron elastic
scattering channels. For both, exceptionally high uncer-
tainties are found for nuclei between Xe and Eu at inci-
dent energies below 100 keV. This effect might be traced
to the structure observed in the s-wave and0or d-wave
neutron strength functions. For these two reaction chan-
nels, we also note very similar patterns characterized by
regions where the uncertainties are particularly small.
These intriguing structures are derived from the position
of the minima discussed in the case of 56Fe ~see Figs. 6
and 7!.

Fig. 12. Relative uncertainties of 56Fe~n , el ! cross sec-
tions compared to three major nuclear data libraries. The present
results are in the pointwise form, while the other data are in the
44-energy-group representation.

Fig. 13. Relative uncertainties of 56Fe~n , n ' ! cross sec-
tions compared to three major nuclear data libraries. The present
results are in the pointwise form, while the other data are in the
44-energy-group representation.

Fig. 14. Relative uncertainties of 56Fe~n , 2n ! cross sec-
tions compared to three major nuclear data libraries. The present
results are in the pointwise form, while the other data are in the
44-energy-group representation.

Fig. 15. Relative uncertainties of 56Fe~n ,g! cross sec-
tions compared to three major nuclear data libraries. The present
results are in the pointwise form, while the other data are in the
44-energy-group representation.
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Low-Fi  



LLNL-PRES-805424
4

“Making Up” Missing Covariances 

§ We want a more generic needed tool to generate sensible 
artificial covariances for when no covariance data is available
— We also want to generate sensible substitute covariances when 

application users have a reason to doubt available covariances.

§ Abstractly, an evaluation with a covariance matrix represents a 
way to sample a set of (nearly) continuous functions that are 
distributed pointwise as a multivariate Gaussian
—i.e. A Gaussian Process

𝐹 𝑥 ∼ 𝐺𝑃 𝜇 𝑥 , 𝐾 𝑥), 𝑥
• 𝜇 𝑥 is the average or mean function 
• 𝐾 𝑥), 𝑥 is the covariance kernel of the functions
• 𝜇 𝑥 , 𝐾 𝑥), 𝑥 are often parameterized 
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Gaussian Processes to Make Up Covariances

§ Purely data driven, 
— No evaluation code is used, extremely fast to run
— Dangerous, no physics model backing up the covariance!

§ Still codifying how to pick kernels and avoiding pitfalls
— How to avoid collapsing length scales

§ Extend to coupled channels, angular distributions, etc.

§ Use Gaussian Process formalism to relate a 
parameterized covariance kernel to an 
evaluation + EXFOR data.

§ Provides alternative to ‘Low Fi’.
— Few cases studied thus far are competitive.

66Zn (n, 2n)

63Cu (n, 2n)
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Conclusions

§ Potential future solutions
— Gaussian processes provide a formalism to 

extract “data driven” covariances for fast 
region of cross sections. 

— More general machine learning can replace 
concept of covariances completely.
• But this would require “new” evaluations.

65Cu (n, 2n)

§ Modern nuclear data libraries have many inadequate or incorrect 
covariances 
— Limits uncertainty analysis of applications that consume nuclear data.

§ Present solutions to supplement covariances
— Ad hoc mix and match from nearby evaluations.
— Low-fidelity “fill-in” covariances capture model variations
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