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The project

Project with YSL, Mateusz Ploskon, Felix
Ringer
Physics goals:

Probe parts of theory calculation
inaccessible by normal experimental means
Automated analysis of LHC (possibly RHIC)
heavy-ion
Testing next-generation parton showers
(e.g. non-pertubative kernels)

CS/ML goals:
GAN with a human understandable
generator
Physics-“inspired”/constrained GAN

(Yue Shi Lai) NSD Staff Meeting, Nov. 17 2020 2 / 20



White box machine learning

https://www.youtube.com/watch?v=6wjTV40draw

Prediction only useful for analysis cuts, etc.

For us physicists, ultimate goal is to understand the mechanism
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Why parton shower?

This talk is narrowly about ML for parton
shower

Expect parton shower to be most relevant for
energy loss in QGP and cold nuclear matter
Next generation parton shower have better
accuracy and interface to nonperturbative
physics

Fragmentation function at NLL accuracy, D.
Neill, F. Ringer, N. Sato arXiv:2008.09532, D.
Neill, arXiv:2010.02934
Evolution of TMDPDF, M. Ebert, I. Stewart, Y.
Zhao, PRD 99, 034505 (2019)

(Yue Shi Lai) NSD Staff Meeting, Nov. 17 2020 4 / 20



Unsupervised learning

Minimize an overarching “loss” between generate data to real data
Ensures a model is trainable using only data

) Once fragmented ) automated data analysis for pp and PbPb

So far most work with unsupervised learning in NP/HEP for simulation
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Generative Adversarial Networks

https://medium.com/@devnag/generative-adversarial-networks-gans-in-50-lines-of-code-pytorch-e81b79659e3f

Two neural networks: the generator (“forger”) and discriminator (“detective”)

Simultaneously optimize both, causing both to be in competition with each
other (Nash equilibrium)
Why?

The generator can non-deterministically produce splitting as it sees fit
Only require that no analysis exists that can (easily) distinguish the generator
output from “reality” (the discriminator mostly fails)
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What we don’t want to do

LA-GAN, L. de Oliveira, M. Paganini, B. Nachman (Comput. Softw. Big Sci. 1, 4,
2017; arXiv:1701.05927)

Black box of convolutional neural network

“Jet images” (not individual partons/particles)
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What we don’t want to do

JUNIPR, A. Andreassen, I. Feige, C. Frye, M. Schwartz EPJC 79 102, 2019;
arXiv:1804.09720)

Impose a jet clustering hierachy instead of parton shower

No access to evolution equation vs. what was put in by hand (jet clustering)

Still a black box
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Our contributions

Dynamic NN simulating a random splitting history, and still efficiently
executed in parallel on a GPU

Full shower Q = 800 GeV: tree depth ≈ 90, execution time ≈ 95 ± 4 µs/full
shower
20k–30k showers tree running in parallel and all different

GAN training of a non-black-box
First non-black-box ML parton shower

First NN shower where the internal/per-step splitting z and θ are plotted
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Shower implementation

Time-ordered 1 ! 2 shower by Duff Neill (LANL)

Main idea is to shower from pT down to ΛQCD

1 ! 2 means a split given by .z , θ/
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Shower implementation

For “manual” calculation, probability of ∆t per split is

p.∆t/ = exp

 
−∆t

X
i∈flavor

Z 1−�

�

dz Pi.z/

!
(1)

Time vs. θ is

t.Q, θ/ =
Z Q tan.θ/ 2/

Q tan.π/ 2/

dt0

t0
αS.t0/

π
(2)

z is sampled from DGLAP Pi!jk.z/ (currently i , j , k are gluons)

Manually calculate unique solution of θ1p, θ2p = θ − θ1p that satisfies .θ, z/
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Implementation as NN
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Basic structure is similar to an actual theory model
Operating on p+ = 1

p
2
.p0 + pz / and unit 3-momentum vector

Recursively splits by the same neural network kernel
Batched random splitting by scatter-gather
All splits are speculative, undo the split if it turns out θ < θfinal (or t > tfinal)
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Implementation as NN
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Implementation as NN
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Discriminator

https://www.inference.vc/content/images/2019/02/Architecture.png

Deep Sets, M. Zaheer et al., arXiv:1703.06114

General form of permutation-invariant function
Deep Sets is run twice:

≈ 100 showered partons ) per-event observables
≈ 20000 events ) ensemble observables
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More GAN details

“Conditional GAN”: original parton + noise as input (M. Mirza, S. Osindero,
“Conditional generative adversarial nets”, arXiv:1411.1784 [cs.LG])

Initialization: generator is pre-trained to have reasonable z and θ distribution
Modified “vanilla”/DCGAN training:

Asynchronous generator/discriminator updates (update generator only if
confident in the discriminator)
Test that an optimization step really improved
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Final Z, Θ spectrum
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Final distribution after 400 training epochs, and check back at the point of
best fit

Final distribution agrees exceedingly well with PS

About 2–3 orders of magnitude agreement

(Yue Shi Lai) NSD Staff Meeting, Nov. 17 2020 17 / 20



z, θ spectrum
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z follows the DGLAP shape within zcutoff = 0.03

θ for the first 4 steps also follow parton shower

At large θ the function becomes too stiff for the size of the neural network we
are using

(Yue Shi Lai) NSD Staff Meeting, Nov. 17 2020 18 / 20



Q dependent θ spectrum
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Even Q dependent behavior is modeled correctly in the neural network
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Summary

A first feasibility demonstration of automated deduction of parton shower by
unsupervised, white-box machine learning
Many extensions

Automated data analysis by adding fragmentation
Non-perturbative physics

First proof-of-concept paper is being prepared
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