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Steps in the ENDF library preparation

1. ENDF/A — store the in-development evaluations here 
2. Phase I Review — simple physics and format checks (“unit tests”) 
3. Phase II Review — detailed validation in critical assemblies; led by 

CSEWG validation committee (“integration tests”) 
4. Library release as ENDF/B

This process has been in place since ENDF/B-I (1968).  
It is good engineering practice



The ENDF library  

in days of yore…



ENDF/B-VI.8 was the last ENDF library 
produced using the “old ways”

Vicki McLane  
(1940-2011)



Phase I reviews used hybrid of e- & snail mail

n+27Al, P. Young (LANL) July 2000 
Phase I review: D. McNabb

Review packet 
(snail) mailed to 

reviewers

Response to 
“referee report” 

e-mailed
Final acceptance report,  

snail mail



And then things began to change…



In 2009, Michal Herman introduced a revision 
control system (svn) to the ENDF process
• No longer humans manage the 

tapes and the changesets 
• Revisions no longer stored in 

(paper!) meeting minutes, now 
are logged with the changeset   

• First tagged release: ENDF/B-
VII.0 in 2009 (3 years after the 
release!) 

• ENDF/A is now just a branch

https://ndclx4.bnl.gov/gf/



In the early 2000’s, everything was eXtreme!

• Extreme Programming (XP) 
• Run tests on every commit to an RCS 
• Enables rapid code development 
• Bugs detected early, as they are 

created, rather than being left as  
“landmines” to be discovered later 
“the hard way” 

• Key part of  Agile Programming 
• Test running automated with a 

continuous integration system
M. Fowler and J. Highsmith, “The agile 
manifesto,” Software Development, vol. 9, no. 8, 
pp. 28–35, 2001. 



Birth of ADVANCE
• In September 2011, a new  

NNDC hire (me) was tasked  
with preparing the  
ENDF/B-VII.1 release 

• The release was due in  
December 

• No Phase I testing had be done (yet) 
• Ramon Arcilla and I stood up the first ENDF 

continuous integration system 
• ENDF/B-VII.1 released on 22 December, 2011

ADVANCE

ENDF-6 Manual

ENDF Utility 
Codes 

EMPIRE

ENSDF Analysis 
Codes 

First build report, circa 2011



ADVANCE today



We are transitioned from GForge to 
gitlab.nndc.bnl.gov, but ADVANCE still running

http://gitlab.nndc.bnl.gov


Build reports published to  
https://www.nndc.bnl.gov/endf/b7.dev/qa

Changes Status

git.nndc.bnl.gov advance2.nndc.bnl.gov www.nndc.bnl.gov



Phase I 
testing 
automated 
for nearly 
10 years 

Code Test pre-VII Now

File summary complete & correct 🤔

STAN, STANEF, 
CHECKR, fudge ENDF format compliance 🖥 🖥

FIZCON, fudge Mathematical correctness (e.g. probabilities valid, 
covariances positive) 🖥 🖥

FIZCON, PSYCHE, 
fudge

Physical correctness (e.g. Q, thresholds, energy 
deposition/KERMA) 🖥 🖥

INTER,  
fudge (inter.py)

Compute & check integral metrics (e.g. RI, thermal 
cross sections, MACS) 🖥 🖥

fudge Completeness (all outgoing particles, including 
gammas) 🤔 🖥

ADVANCE Comparisons to microscopic experimental data 
(EXFOR) 🤔 🖥

Assessment of application suitability (e.g. usable 
for fast reactors or spaceflight) 🤔

Reasonable (e.g. covariances, angular distributions) 🤔

fudge (grokres.py) Resonance quality (missing resonances? widths 
realistic?) 🖥

PREPRO, fudge, NJOY 
(not SCALE yet) Can process for user codes 🖥

Is state of the art?  Is best we can do? 🤔

NEW
Can we 
automate 
reading build 
reports?  
What other 
tests can we 
automate?
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ABSTRACT 
In this short paper, we describe the production data 
approach to data curation. We argue that by treating data in 
a similar fashion to how we build production software, that 
data will be more readily accessible and available for broad 
re-use. We should be treating data as an ongoing process. 
This includes considering third-party contributions; 
planning for cyclical releases; bug fixes, tracking, and 
versioning; and issuing licensing and citation information 
with each release. 

Categories and Subject Descriptors 
E.5.3 [Data]: Files - Organization, Structure; E.4.3 [Data]: 
Coding and information theory - Formal models of 
communication; H.1 [Information Systems] - Models and 
principles 

General Terms 
Management, Documentation, Design, Verification 

Keywords 
Best practices, Cyclical development and release, 
Production data 

1. INTRODUCTION 
Collecting, organizing, distributing, and accessing digital 
data is a problem of growing concern. The amount of data 
generated by scientists is growing exponentially, and 
studies have shown [1] that un-archived data sets have a 
resource half-life that is only a fraction of those resources 
that are electronically archived. However, even when 

available digitally, the ability to find and access data is 
increasingly difficult. 

In order to address the need for better data preservation and 
access, we propose that data sets should be managed in a 
similar fashion to how we maintain production quality 
software. These production data sets are not simply 
published once, but go through a cyclical process of 
development, verification, deployment, support, analysis, 
and then development again. Attention is given to ensuring 
the data is understandable, useful, and updated over time, 
the same way software products need updating over time, 
even if the core functionality does not change.  

This short paper gives a brief definition of what is meant 
by data in this context. It then addresses at a high level 
standard factors that are part of the development of 
(academic) production software, and describes how similar 
processes can be applied to enable data sets to have 
extended lifecycles and improved usability. A key premise 
is that if this approach can be integrated into common 
practice, it will result in a higher level of preservation and 
usability of data. 

2. DEFINITION OF DATA 
There are many viewpoints, both political and technical, as 
to what can be included by term data.  Different scientific 
communities may define data to include observations, data 
analysis results, modeling results, software, metadata, or 
other items, and possibly a different set depending where in 
the preservation cycle the data is.   

For the purpose of this white paper, data refers to 
everything needed to have reproducible science. This is not 
dissimilar to the definition of data that must be shared in 
order to have an article considered for publication in the 
AAAS journal Science. Their definition states that an 
author must make available to all readers of Science “all 
data necessary to understand, assess, and extend the 
conclusions of the manuscript” [2]. The article that 
announced this change explicitly included computational 
codes and data descriptions in the materials to be made 
available.   

It is important to our approach that we define a model for 
data preservation that will work for a variety of digital 

 
Disclaimer: Any opinions, findings and conclusions or recommendations 
expressed in this material are those of the author and do not necessarily 
reflect the views of the National Science Foundation or Woods Hole 
Oceanographic Institution. 
 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. 
JCDL’12, June 10–14, 2012, Washington, DC, USA. 
Copyright 2012 ACM  978-1-4503-1154-0/12/06...$10.00. 

153

Jennifer M. Schopf. 2012. 
Treating data like software: a 
case for production quality data. 
In Proceedings of the 12th ACM/
IEEE-CS joint conference on 
Digital Libraries (JCDL '12). 
Association for Computing 
Machinery, New York, NY, USA, 
153–156. DOI:https://doi.org/
10.1145/2232817.2232846



Automation in the future?
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Our workflow is already a Bayesian network! 
 

Without aggressive optimization, we cannot bring 
full power of machine learning to bear



This is more than just automation taken to the extreme – 
this is a scalable distributed open source machine 

learning framework hosted on virtual machines
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Free the physicists to do physics!

We need an automated system to 
keep up with future flux of data



Modernizing USNDP databases is key for 
vision

Nuclear Science References Structure databases  
(XUNDL & ENSDF)

Reaction database (EXFOR)

1960’s vintage infrastructure => 
proposed modernization

1960’s vintage infrastructure => 
modernization in progress

1960’s vintage infrastructure => 
modernization complex due to 

international collaboration

• Needs Natural Language Processing 
• Has extensive training data

• Needs Natural Language Processing 
• Needs table/figure extraction 
• Has extensive training data

• Needs Natural Language Processing 
• Needs table/figure extraction 
• Has extensive training data

Bibliographic/meta data only ”Homogeneous data”  
“few” classes of measurements/data

”Heterogeneous data”  
“many” classes of measurements/data

Potential journal collaboration Active journal collaboration with Phys. 
Rev and EPJ

Potential journal collaboration 

We are starting the process this FY



But, if we automate, where do the people go?
• Perform new (but targeted) 

experiments 
• Improve models 
• Improve hardware & 

software 
• Deal with “tough cases” 
• New physics 
• New applications
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But, if we automate, where do the people go?
• Perform new (but targeted) 

experiments 
• Improve models 
• Improve hardware & 

software 
• Deal with “tough cases” 
• New physics 
• New applications

Free the physicists to do physics!

But don’t forget to support the 
“boring infrastructure stuff” that 
needs to get done to support the 

physicists!


